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 It is important to classify the ECG (Electrocardiogram) signal in order to diagnose 
heart illness. Simultaneously, the identification of heart illness also depends on the early 
identification and precise prediction of various cardiac arrhythmias. The goal of the current 
study is to categorize the four important class labels that define the conditions of the heart, which 
are Supraventricular Ectopy, Ventricular Ectopy, Normal Sinus Rhythm, and Supraventricular 
and Ventricular Ectopy. The study's objectives are to remove noise from the ECG signal by using 
an elliptic filter based on empirical mode decomposition, or EMD-EF. Additionally, it makes 
use of Multi Structured Pooling Deep RNN (MSP-Deep RNN) and Distribution based Whale 
Optimization Algorithm (D-WOA) to efficiently choose features and anticipate the four crucial 
class labels. First, the suggested EMD-EF processes the input signal and eliminates undesired 
noise from it. Subsequently, the pre-processed data are extracted for features by taking into 
account the various signals of the ECG waveform, which include the PR, PT, QT, QRS Complex, 
and PQRST Amplitude prediction. The D-WOA then chooses just the pertinent elements for 
additional classification. The next step is to forecast the four class labels using MSP-Deep RNN. 
To determine the effectiveness of the suggested system, a comparison analysis is conducted using 
a range of metrics. Positive Predictive Value (PPV), Specificity, Sensitivity, Accuracy, and Error 
rate are the parameters that are considered. The suggested method outperforms the current 
methods in terms of efficiency, as demonstrated by its high accuracy rate and little error in 
identifying the ECG signals and accurately predicting the class labels.

Keywords: Class Label prediction; Distribution based Whale Optimization Algorithm; 
Electrocardiogram Signal; Empirical Mode Decomposition based Elliptic Filter (EMDEF); Multi 

Structured Pooling Deep RNN.

 Genetic problems from some common 
Stem and genes from our ancestors and parents 
cannot be avoided. But heart diseases can be 
avoided and prevented from causing damage.  The 
various types of heart conditions or disorders is 
termed as “heart disease”.  There are various types 
of heart diseases. Among them the most common 
type of heart condition is coronary artery disease 

(CAD).  The CAD affects the blood flow to heart 
by blocking the blood vessels. This creates less 
flow of blood to the heart. This decreased flow of 
blood may lead to Heart attack. In some cases, there 
are signs or symptoms of ant heart malfunctions 
like heart attacks, heart failures, or an arrhythmia. 
The study1 aimed to classify the ECG signals by 
employing a methodology termed one dimensional 
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Convolutional Neural Network (1-D CNN). A 
confusion matrix has also been computed in this 
study which showed few misclassifications. On 
the other hand, if the condition of heart is not 
predicted or left unknown, it causes to death of 
several people. The heart diseases can be deadly 
but they can also be prevented. Heart malfunctions 
are caused because of certain risk factors. Such 
as Diabetes, over weight and obesity, Unhealthy 
diet. All these factors lead to increase in high 
blood pressure, high cholesterol. Some of the 
human habits may also case medical emergencies 
such as smoking, consumption of alcohol. The 
recovery from Heart disorders is more important.  
Consequently, the paper2 used a Machine Learning 
(ML) strategy known as Echo State Networks. The 
analysis reveals the efficacy of this introduced 
method. Yet, accuracy has to be enhanced further. 
Additionally, the article employed Discrete Fourier 
Transform and Welch’s method to predict the 
spectral power density for enhancing the features 
corresponding to the ECG signals. 
 The proposed system is found to be 
effective with respect to accuracy, specificity 
and sensitivity. DL methods are yet to be applied 
to enhance the accuracy in ECG classification3. 
Hence, the present study employs DL based 
methods for classifying the ECG signals for 
predicting the class labels to diagnose the condition 
of heart. Performance analysis is also carried 
out to evaluate the efficiency of the introduced 
methodology.
 The major contributions of this study are 
listed below.
• To remove the unwanted noise during the input 
ECG signal processing by the proposed Empirical 
Mode Decomposition based Elliptic Filter (EMD-
EF). 
• To select relevant features for efficient 
classification of ECG signals by the introduced 
Distribution based Whale Optimization Algorithm 
(D-WOA).
• To predict the four class labels using the proposed 
Multi Structured Pooling Deep RNN (MSP-Deep 
RNN).
• To analyse the proposed system in terms of 
various performance metrics such as Accuracy, 
Specificity, Sensitivity, Positive Predictive Value 
(PPV) and Error rate. 

Paper Organization
 The first part explores the basic ideas 
of ECG classification. Section 2 then discusses 
the various traditions of research relevant to 
this context. Section III explains the overall 
considerations of the proposed system. Section 4 
discusses the results obtained by implementing the 
proposed approach. Finally, Section V concludes 
the proposed system.
Review of existing work
 ECG signals can be used to predict heart 
attack by analysing them using certain algorithms 
and theories in order to find the cause of the 
abnormal functioning of heart. Several techniques 
have been used by the existing system to classify 
this ECG signals and it is discussed here. 
 As geared to that aim the following 
article4 has proposed a method of Long short term 
memory networks (LSTMs) in deep Recurrent 
Neural Network (RNN) architecture. In this 
procedure, a new wavelet-based layer is installed 
for ECG signals to be generated. They are called as 
huge bidirectional LSTM network-based wavelet 
sequences (DBLSTM-WS). This method has 
result rate of 99.39% in performance. The future 
work is to apply this process in similar processing 
problems5. Diagnosing heart problems at earlier 
stage is being hard often. To avoid those issues, a 
Convolutional auto-encoder (CAE) is installed to 
decrease the size of the signals of arrhythmic beats. 
The results showed time and storage reduction and 
accuracy over 99%6. Moreover, the ECG signals 
can be used to detect temporary cessation of 
breathing in sleep using RNN. In this procedure, 
RR intervals are engaged to extract the signal waves 
from ECG. This extraction procedure reveals that 
this model is providing Obstructive Sleep Apnea 
(OSA) detection to be accurate. These testing 
has to be employed in neural network along with 
accuracy, sensitivity and specificity which remains 
as a future work7. Similarly, another approach for 
Electro physiological signals such as ECG can be 
analysed using models and algorithm. So as to 
support this fact, a Deep Learning (DL) algorithm 
has been proposed called DENS-ECG algorithm 
combining with Convolutional neural network 
(CNN) along with LSTM. The empirical results 
show the accuracy and flexibility of this hybrid 
algorithm. Yet, real-time implementation is not 
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yet done which is a drawback8. On the other hand, 
the ECG signals are used for diagnosing cardiac 
arrhythmia to avoid sudden demises. This project is 
dealing with ECG signal in 3 phases namely noise 
removal, feature extraction and feature selection9.  
 A model named Hidden Markov Model 
(HMM) has been used for the approach. The 
outcomes showed that the error detection rate in 
this method had increased by 0.0004%10. Hence, 
it can be said that the ECG signals play vital role 
in field of medical science for analysing cardiac 
physiology regarding their irregular functions. To 
make this work, efficient ECG signals have been 
interpreted by signal processing algorithms. This 
method has proposed some filtering techniques to 
overcome the issues. The results of this were said 
to overcome the issues in old methods. The future 
work relies upon the portable ECG systems11. In 
correspondence with above said approach, the 
signal quality is assessed in ECG for improving the 
accuracy in diagnostics and reliability of other ECG 
analysis systems. The ECG signals are exposed by 
different variants of sounds and relics. This method 
is proposing a new approach for signal quality 
assessment (SQA). This affords a light weight 
ECG noise analysis procedure. The outcome of 
this method was increased in real time ECG noise 
detection12.
 Electroencephalography (EEG) signals are 
used in analysing the various disorders and seizures 
appearing in patients. This paper has proposed a 
method of identifying the seizures automatically 
of the epileptic patients. This method is applying 
tuneable-Q wavelet transform (TQWT). This work 
has attained a 99% in classification accuracy. 
The future work is proposed for deep learning in 
diagnosis of epilepsy13. Phonocardiography (PCG) 
is also one of the Electro physiological signals such 
as EEG, ECG. The aim of this research was to detect 
psychological stress using PCG signal depending 
upon the Empirical Mode decomposition (EMD) 
technique. This proposed method works in reduced 
cost14. This is applicable for home treated people, 
country side centres technically. The future work 
is to develop kernel-based function and parameter 
selection15. ECG falls under the group of Biometric 
signals. ECGs can be analysed using various 
methods recently. The aim of this theory was to use 
ECG for human identification. This approach has 
used Second order difference plot (SODP). This is 

a non-linear time series investigation method. This 
method had outcomes with higher accuracy rates. 
The future work may consist of minimum sampling 
frequency along the proposed method16. 
 In real time applications, Signal processing 
technique is the right choice for processing the 
ECGs as explored in the study. The traditional 
techniques don’t completely analyse the ECG17. 
Hence, a discrete orthogonal stock methodology 
well transformed this method using discrete 
cosine transform. The procedure of Particle swarm 
optimization is also implemented to increase 
accuracy. The outcome of the method showed 
perfect detection sensitivity and promising 
predicatively by 98.85%. Hence, the future work 
is to implement parallel processing in systems, 
FPGA and ASIC processor chip and implementing 
real time analysis for ECG waves18. In addition, 
the Electro physiological signals likely ECG, 
EEG, PCG are said to play vital roles to find out 
the anomalies and abnormalities present in human 
heart and brains respectively19. 
 The accuracy constraints may vary 
according to the methods proposed by each of 
the theories. The following are also some of the 
parallel methods to find out the abnormalities 
happening in the heart. At the same time, various 
anomalies are distracted by the noise/distortions 
leading to no accuracy in detecting the exact issue, 
so to overcome this issue a new fractional wavelet 
transform has been projected. The outcome was 
recorded as effective in detecting cardiac issues, 
The future work consists of detecting R-peak20. 
 Many techniques and methods are 
proposed for detecting the cardiac disease recently 
using the ECG signals. Another method was 
proposed that depended upon complete end–to-
end structure that overcomes the disadvantages 
of traditional methods21. The outcome of this 
project was extraordinary as they were efficient 
and easily accessible through mobiles. They were 
also accessible in cloud systems. The future work 
was to develop an efficient ID-CNN using other 
physiological signals22. The ECG is basic way to 
respond to the electrical activity of the heart. This 
signal play’s vital role in by measuring heart rate, 
examining heart beat rhythm, identifying heart 
diseases23. 
 This method was proposed to make 
a review on above said features of the ECG 
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accordingly24. A spectral power density has 
been proposed by this method and is calculated. 
In order to enhance the characteristics of the 
ECG waves, the proposed approach is used25. 
They also help in genetic selection, handling, 
regularizing and character extraction34. Thus, 
the introduced methodology helps in finding the 
unusual happenings inside the heart to a certain 
point. In parallel with the above research, another 
method is also proposed. ECG is widely used by 
cardiologists for finding the abnormalities in heart 
such as heart attacks and heart rhythms35. 
 For enhancing the clinical research 
for predicting simple heart arrhythmias in 
terms of machine learning model selection, 
electrocardiogram (ECG) feature selection, and 
model performance evaluation, this work deals 
with formulation of machine learning boundaries 
using ECG features effective identification and 
predictive machine learning models for better 
treatment options37.

MATERIALS AND METHODS

 This proposed study is developed for 
accurately recognizing the electrocardiogram- 
ECG signal as normal or abnormal by selecting 
the best features using the PQRST amplitude 
prediction process with Distributed based Whale 
optimization algorithm. Before that the pre-
processing of recorded ECG signal is performed 
based on the Empirical mode decomposition based 
on empirical filter which filters the unwanted 
noise disturbances like base line drift, power line 
interference and electrode contact noise. For the 
effective classification of the ECG signal as normal 
or abnormal, Multi structured pooling Deep RNN 
is utilized. The proposed flow diagram is shown in 
following figure.1.
Pre-processing
 In the standard ECG signal classification 
model, the pre-processing is performed to 
minimize the unwanted noise disturbances from 
ECGs. Generally, the disturbances are presented 
in recorded ECG signal with the equivalent 
ECG signal characteristics by establishing the 
noise within the frequency band of interest. The 
disturbances generally include muscle noise, 
power line interference, baseline wandering, 
electrocardiograph noise and so on. By processing 

the recorded ECG signals, the useful and relevant 
information are extracted from these kind of 
noisy ECG signals. These kind of narrow band 
and wideband noise signals are removed by the 
proposed Empirical model decomposition-based 
Empiric Filter.
Empirical mode decomposition based empirical 
filter
 The empirical filter showed the equi-
ripple behaviour in stop band and pass band. With 
response to FIR equi-ripple filter’s characteristic 
of magnitude response, it shows similarity.  Hence, 
elliptic filters are considered as optimal filters in 
which it obtains the minimum order ‘n’ for the 
provided specification. Similarly, for the provided 
order N, the sharpest transition band has obtained.
 The adaptive time-space evaluation 
approach is referring as Empirical Mode 
decomposition- EMD which is appropriate for 
the series processing which are non-linear and 
non-stationary. A series are partitioned into 
modes performed by EMD refer as Intrinsic Mode 
functions- IMF without time domain leaving. It is 
related with wavelet decomposition and Fourier 
transforms like time-space analysis methods. 
Various signals understanding by modes are 
presented within the data. Specifically, this method 
is beneficial for natural signals analysing which is 
usually non-stationary and non-linear.
 The algorithm for the proposed Empirical 
Model Decomposition based Elliptic filter is 
described below. The individual extreme locations 
of the given input signal  is estimated. For 
attaining the reduced signal as  and , 
each of the minima is interpolated. Further the local 
mean value is measured and subtract it from the 
respected signal for obtain the oscillatory mode and 
if it moves to stopping position then it referred to as 
IMF or it proceeds from step 1. Angular frequency 

 is gained by low-pass elliptic filter.
Algorithm I-Empirical Model Decomposition 
based Elliptic Filter
Input – ECG Signal (Secg)
Output – Pre-processed signal (Spre)
Procedural steps:
1. Estimate the individual extrema locations of 
input signal (Secg)
2. Interpolate (utilizing the cubic spline 
interpolation) amongst each of the minima to 
attain the reduced signal envelope Me

min and  Me
max.
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3. Calculate the local mean value given by 
m(t)=(Me

min (t)+Me
max (t))/2

4. Subtract this mean from the corresponding signal 
to attain the oscillatory mode S'ecg (t) = Secg (t) - m(t) 
5. If S'ecg (t)follows the stopping condition,  then 
Spre (t)=S'ecg (t) is defined as an IMF. Or else set Secg 
(t) = S'ecg (t) and iterate the process from step-1.
6. The Low-pass Elliptic Filter gain as an angular 
frequency function w is given by 

Here 

Ge denotes the Low-pass Elliptic Filter gain 
δ = Spre (t) Indicates the ripple factor. Empirical 
Mode Decomposition is used to estimate this factor. 
REn represents the nth order Elliptic Rational 
Function q  denotes the selectivity factor
7. W  is the angular frequency and w0 is the initial 
angular frequency
Feature Extraction
 From the original ECG signal, the 
information is retained by feature extraction 
process. Standard features like amplitudes 
and intervals are delivered by this system for 
automatic analysis performance. These features 

are detected by the few techniques. Accurate 
and fast method is required. In this study, feature 
extraction is performed by distribution-based whale 
optimization algorithm. Generally, ECG complex 
comprised with PQRST complex shown in below 
figure. The P wave produced by the sinoatrial node- 
SA which is the heart pacemaker. Atrio ventricular 
node- AV produces the QRS wave. Atrial de-
polarization indicated by ECG complex of P wave. 
QRS and T wave is responsible for ventricular 
depolarization and ventricular repolarization 
respectively. 
 There is an atrial depolarization lack if a 
P wave is absent which is refer as atrial standstill. 
Junctional tachycardia or Ventricular tachycardia 
indicated by QRS complexes which are combined 
from P waves. Current P waves are not conducted 
through AV node due to without indicative QRS. 
Premature or escape beats demonstrated by 
without P wave in QRS complex. Supraventricular 
rhythm and sinus rhythm are identified based 
on measured wave forms selecting the sinus 
complexes from recorded signal. Supraventricular 
rhythms are divided by normal QRS complexes, 
abnormal P waves, Atrial tachycardia, Atrial 
fibrillation, Atrial premature complexes and 
Supraventricular tachycardia. From the ventricles, 
the ventricular rhythms originated divided by, 

Fig. 1. Proposed Flow
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Ventricular premature complexes, Ventricular 
tachycardia, Ventricular escape complexes, 
Ventricular fibrillation and Wide and bizarre QRS 
complexes. From the sinoatrial node, sinus rhythms 
are originated and divided by Regular sinus rhythm, 
Sinus tachycardia, Sinus bradycardia, Sinus 
arrhythmia and normal QRS complexes in P waves. 
Differences among the ventricular arrhythmia and 
atrial arrhythmia modifies the treatment and the 
results.
Whale optimization algorithm
 This study utilized the whale optimization 
algorithm- WOA for identifying the optimal 
feature subset which maximize the performance of 
classification. Based on initial best search agent, 
the whales can adjust their locations continuously 
at any point in the space. Towards the best search 
agent, the positions are updated. The solutions 
are explained as continuous vector with similar 
dimension in dataset. The values of solution vector 
are continuous and to [0, 1] it is bounded. 
 The algorithm for distribution-based 
whale optimization algorithm is shown below.  The 
solution fitness evaluation values are represented 
in binary form. The fitness function is matching 
ordinarily with number of selected features and 
performance of classification with represented 
equation 1.

 ...(1)
 From above Eq. (1), fitness function is 

 which represented  as vector, size is  with 
selected / unselected subset describing 1/0 elements 

and total number of features are  in the dataset. 
Selected feature subset provided the classification 
error  and constant value is  handling the trade-off 
among the classification error. This study utilized 
since the performance of classification is the major 
achievement.
 The proposed distribution-based whale 
optimization algorithm is shown below. The 
extracted features are the input and the optimized 
features are output as  and  respectively. By follows 
the algorithm described below, follows whale 
optimization procedure and individual search agent 
fitness is measured. 
Algorithm II – Distribution based Whale 
Optimization Algorithm
Input – Extracted Features (Fecg)
Output – Optimized Features (Ofea)
Step 1 – Initialize the population of whales Fi

ecg  
(i=1,2,…,n)
Step 2 – Compute the fitness of individual search 
whale population 
F*ecg is the best search whale population
while M1< maximum count of iterations do
for each search whale population do 
Update  b,B, D, m and q 
if (q<0.5 then
if (|B| < 1) then
Update the current whale position with a position 
in random in the best solution neighbourhood in 
the present swarm.
else if (|B| > 1) then
Choose an agent in random (Fr

ecg) from the present 
swarm
Update the current whale position with a position 

Fig. 2. PQRST complex wave representation
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in random in the random agent neighbourhood Fr
ecg

end if
else if  (q > 0.5)then
Update the current whale position in accordance 
with the Bubble Net method
end if
end for
Find if there a search agent drives beyond the 
search space as well as amend it.
Compute the fitness of the individual search agent
Update  is there exists an effective solution
MI = MI  + 1
end while
return F*ecg
Classification
Deep RNN – Deep Recurrent Neural Network
 The sharing states (SS) are disintegrated 
into several layers in deep RNN to gain efficient 
features from the deep architectures. In a 
computational graph, the deep RNN intends to 
map the sequence of input  into its equivalent 
sequential output  Moreover, the process of learning 
is undertaken each time from  to  For each time of 
step , the parameters of neuron network at the layer  
update its corresponding SS based on the below 
equations.
                                 

 ...(2)

 
...(3)

 
...(4)

 ...(5)

 
...(6)

 Here b(t1) is the data taken as input at the 
time step t1, a(t1)  is the prediction and atarg(t1) 
indicates the true values corresponding to the 

targeted output. hl1(t1) Represents the SS of the 
network layer l1  at t1th time step. x(t1) Indicates 
the input value of layer  at  time step. It comprises 
of three varied components. They are time step  of 
input  or SS  at  time from layer , bias  and the SS  
at the present network layer of  from the last time 
step of  The sharing features of deep RNN make 
the algorithm for learning the uncertainties iterated 
in earlier time steps36. 
Multi Structured Pooling Deep RNN (MSP-
Deep RNN)
 This step of the introduced methodology 
comprises of training as well as testing of pooling 
that rely on the load predictions by the following 
steps.
1. In training, the batches of load profile train the 
Deep RNN that is fetched in a random manner 
from the LPP (Load Profile Pool). This makes the 
proposed MSP-deep RNN to not only learn each 
pattern of the load but also generally share the load 
features and its corresponding uncertainties. 
2. In testing, the test LPs are given into fine trained 
introduced MSP-Deep RNN. An assumption is 
made for the cleaned LP database as  and the testing 
households  are provided in set S1={s1,s2,….s_n}. 
The parameters of the MSP-Deep RNN are denoted 
by  and, which indicates the number of layers 
(depth of the network) as well as the hidden unit 
amount38. By taking these parameters into account, 
the training as well as testing can be undertaken 
by the below steps.
Initialize the Multi Structured Pooling Deep 
RNN
 At first, the MSP-Deep RNN is constructed 
with the configuration parameters of the network, 
that is, the depth of the network, hidden unit amount 
, the size of batch , the size of input sequence  and 
the the size of output sequence .
Iterations of network training
 After initiating the network, the epochs 
of the training iteration is run by the program till 
the network is fine trained with congregated loss in 
network prediction with respect to Reduced Mean 
Square Error – RMSE as shown in equation.7.

 ...(7)
 
 At first, the batches of training are fetched 
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Normal Sinus Rhythm Supraventricular Ectopy
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Fig. 3. Normal Sinus Rhythm and Supraventricular Ectopy

from LPP in the individual training epochs. This 
is then fed to the proposed MSP-Deep RNN. The 
individual training batch comprise of two matrices 
that are of fixed size. That is, the input matrix 
that consists of the size  and the output matrix 
of size. The iteration epochs and time cost of the 
training process highly rely on size of Feed-In-Data 
Sequence, the optimizer choice, the size of the 
network  as well as the batch size of the training  
To balance between the efficacy and efficiency of 
training, the size of training batch  varies during 
training process based on the below steps. 
a) At initial epochs,  is a collection as a minimum 
count to approach the ideal point in a rapid manner. 
b) Subsequently,  is step-by-step enhancement 
towards effective performance of training but at 
the same time it reduces the cost of time. 

RESULTS AND DISCUSSION

 The proposed method is implemented to 
predict the four class labels of the heart conditions 

based on deep learning. The obtained results 
are discussed in this section. In addition, the 
performance of the proposed system is analysed 
with respect to important parameters. The utilized 
performance metrics are presented along with the 
results of the performance analysis. 
Performance Metrics
 The proposed system was analyzed based 
on certain important parameters namely accuracy, 
sensitivity, specificity, positive predictive value 
(PPV) and error rate to evaluate the efficiency of 
the proposed system. They are explained below.
Accuracy
 It is defined as the measure of overall 
correct prediction. It is represented by equation.8.

Accuracy = (True Negative (TN) + True Positive 
(TP)) / (True Negative (TN) + False Negative 

(FN) + True Positive(TP) + False Positive (FP))
 ...(8)
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Ventricular Ectopy Supraventricular and Ventricular Ectopy
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Fig. 4. Ventricular Ectopy and Supraventricular and Ventricular Ectopy

Sensitivity
 It indicates the positive predictions that 
are suitably recognized and is given by equation.9.

Sensitivity = (True Positive (TP)) / (True 
Positive (TP)+False Positive (FP))

...(9)
Specificity
 It is the quality or state of being unique 
or specific to a group or particular individual. It is 
represented by equation 10.

Specificity = (True Negative (TN)) / (True 
Negative (TN) + False Negative (FN))

               ...(10)
Positive Predictive Value (PPV)
 The PPV is the ratio of positive outcomes 
in diagnostics and statistics that are TP results. It 
describes the prediction performance or any other 
statistical measure. It is presented by equation 11.

Positive Predictive Value=(True Positive (TP))/
(True Positive (TP)+False Positive (FP))

...(11)
Error
 This particular metric is employed for 
measuring the faults in a prediction. It is given by 
equation 12.

Error = (|Accepted value-Experimental value|) / 
(|Accepted value|) * 100

           ...(12)

Experimental Results
 The four class labels corresponding 
to the heart conditions are predicted based on 
the proposed flow and the obtained results are 
discussed here. 
 Various processes are undertaken to 
predict the class labels and the results obtained for 



732 GuGuloth, Biomed. & Pharmacol. J,  Vol. 18(1), 721-737 (2025)

Table 1. The results of PQRST complex 
analysis for Normal Sinus Rhythm

P-Wave Amplitude (mV) 0.26
Q-Wave Amplitude (mV) 0.1845
R-Wave Amplitude (mV) 0.2506
S-Wave Amplitude (mV) 0.1689
T-Wave Amplitude (mV) 0.2484
QRS complex (mV) 3
ST Segment (s) 2
PR Segment (s) 3
RR Interval (s) 10
TT Interval (s) 10
QT Interval (s) 5
PP Interval (s) 10

Table 2. The results of PQRST complex 
analysis for Supraventricular Ectopy

P-Wave Amplitude (mV) 0.3158
Q-Wave Amplitude (mV) 0.2641
R-Wave Amplitude (mV) 0.3223
S-Wave Amplitude (mV) 0.2735
T-Wave Amplitude (mV) 0.3222
QRS complex (mV) 4
ST Segment (s) 1
PR Segment (s) 4
RR Interval (s) 10
TT Interval (s) 10
QT Interval (s) 5
PP Interval (s) 11

Table 3. The results of PQRST complex 
analysis for Ventricular Ectopy

P-Wave Amplitude (mV) 0.2649
Q-Wave Amplitude (mV) 0.254
R-Wave Amplitude (mV) 0.2615
S-Wave Amplitude (mV) 0.2474
T-Wave Amplitude (mV) 0.2585
QRS complex (mV) 3
ST Segment (s) 1
PR Segment (s) 3
RR Interval (s) 9
TT Interval (s) 9
QT Interval (s) 4
PP Interval (s) 9

Table 4. The results of PQRST complex 
analysis for Supraventricular and Ventricular 

Ectopy

P-Wave Amplitude (mV) 0.2818
Q-Wave Amplitude (mV) 0.223
R-Wave Amplitude (mV) 0.2658
S-Wave Amplitude (mV) 0.2199
T-Wave Amplitude (mV) 0.2552
QRS complex (mV) 3
ST Segment (s) 2
PR Segment (s) 3
RR Interval (s) 11
TT Interval (s) 10
QT Interval (s) 5
PP Interval (s) 10

Normal Sinus Rhythm and Supraventricular Ectopy 
is shown in figure.3.
 Here, initially the input signal is processed 
and the Hilbert spectrum is obtained with respect to 
time and frequency for both Normal Sinus Rhythm 
and Supraventricular Ectopy based on Empirical 
Mode Decomposition based Elliptic Filter. Then, the 
normalized frequency is obtained for both of these 
class labels with regard to phase and magnitude. 
This data is later pre-processed to analyse the 
PQRST complex for Normal Sinus Rhythm and 
Supraventricular Ectopy. The obtained PQRST 
complex analysis for Normal Sinus Rhythm is 
shown in table-1 and for Supraventricular Ectopy, 
it is shown in table-2. Similarly, the results obtained 
for Ventricular Ectopy and Supraventricular and 
Ventricular Ectopy is shown in figure.4.
 At first, the input signal is processed and 
the Hilbert spectrum is attained with respect to 

frequency and time for both Ventricular Ectopy 
and Supraventricular and Ventricular Ectopy based 
on Empirical Mode Decomposition based Elliptic 
Filter to remove the unwanted noise. Subsequently, 
the normalized frequency is obtained for both of 
these class labels in accordance with phase and 
magnitude. Later, this data is pre-processed for 
PQRST complex analysis for Ventricular Ectopy 
and Supraventricular and Ventricular Ectopy. The 
obtained PQRST complex analysis for Ventricular 
Ectopy is shown in table-3 and for Supraventricular 
and Ventricular Ectopy, it is shown in table-4.
Normal Sinus Rhythm
 The representation of ECG waveform is 
composed of signals of five fundamental waves 
namely P, Q, R, S and T. All these waves are 
analysed to predict the corresponding class labels 
of heart condition. Generally, a normal sinus 
rhythm is the rhythm corresponding to a healthy 
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Table 5. Comparative analysis of the proposed and existing methods with respect to 
various performance metrics

Ref / Author  Sensitivity Specificity Positive Predictive  Accuracy
/ year   Value (PPV)

[26] 97.51% 85.00% 97.26% 97.94%
[27] 95% 0 98% 93%
[28] 98.50% 99.69% 98.91% 98.80%
[29] 99.70% 0 99.65% 0
[30] 99.18% 0 98% 0
Proposed 99.92% 99.92% 100% 99.95%

Fig. 5. Analysing the performance of the proposed and existing methods10 in terms of performance metrics

heart. The results obtained through the PQRST 
complex analysis for Normal Sinus Rhythm is 
discussed here as given in table-1.
 The amplitudes of P-Wave, Q-Wave, 
R-Wave, S-Wave, T-Wave, QRS complex, ST and 
PR Segments, RR Interval, TT and PP Intervals 
are all analysed and the values are obtained for all 
these. 
Supraventricular Ectopy
 This kind of rhythm is an occasional 
irregular heart beat that originates from the upper 
part of the heart. The results obtained through the 
PQRST complex analysis for Supraventricular 
Ectopy is discussed here as given in table-2.
Ventricular Ectopy
 This kind of heartbeat denotes the small 
changes in the normal heartbeat. It results in 
skipped or extra beats and are typically harmless. 
The results obtained through the PQRST complex 

analysis for Ventricular Ectopy is discussed here 
as given in table-3.
Supraventricular and Ventricular Ectopy
 Supraventricular and Ventricular Ectopy 
is one of the class labels that are predicted to 
determine the heart condition based on the different 
PQRST waves. The results obtained through the 
PQRST complex analysis for Supraventricular 
and Ventricular Ectopy is discussed here as given 
in table-4.
 Thus, for different class labels, the 
analysed amplitudes of P-Wave, Q-Wave, R-Wave, 
S-Wave, T-Wave, QRS complex, ST and PR 
Segments, RR Interval, TT Interval, TT and PP 
Intervals differs accordingly. 
Performance and Comparative analysis
 The proposed system is evaluated by 
comparison with existing methods with respect to 
specific parameters. This section explains it very 
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Table 6. Comparative analysis of the proposed 
and existing methods [10] with respect to 

sensitivity and PPV

Ref / Author  Sensitivity Positive Predictive
/ year  Value (PPV)

[27] 80% 82%
[31] 98.90% 99.40%
[28] 97.50% 97.41%
[32] 96% 98%
[10] 99.80% 100%
Proposed 99.92% 100%

Table 7. Comparative analysis of the proposed and existing methods33 with respect to 
Accuracy and Error

Classifier SVM Adaboost ANN Naive Bayes Proposed

Accuracy 87.5 93 94 99.7 99.82
Error 12.5 7 6 0.3 0.05

Fig. 6. Analysing the performance of the proposed and existing methods10 in terms of sensitivity and PPV

clearly. Sensitivity, specificity, positive predictive 
value (PPV), and accuracy were the parameters 
considered in the analysis. The results obtained 
are shown in Table 5.
 The sensitivity rate of the existing26 system 
is found to be 97.51%, traditional study3 shows 
95% as sensitivity rate. Similarly, the existing4,29 
and 30 exhibits 98.50%, 99.70% and 99.18% as its 
sensitivity rate. On the other hand, the proposed 
method shows 99.92% as sensitivity rate which is 

higher than all other existing methods. Similarly, 
the sensitivity, specificity, PPV and accuracy is 
also found to be higher than the traditional studies 
that reveals the outstanding performance of the 
proposed methodology. It is graphically shown in 
below figure.5.
 It is clearly seen from the above figure.4 
that the proposed method shows high sensitivity, 
specificity, PPV and accuracy rate than the 
traditional methodologies. The existing study4 
utilized a multi-domain, Support Vector Machine 
(SVM) and Kernel Independent Component 
Analysis for ECG recognition and obtained 98.8% 
accuracy. Whereas, the present study employed 
Empirical Mode decomposition based Elliptic 
Filter to remove noise, Distribution based Whale 
Optimization algorithm for selecting relevant 
features and multi-structured pooling deep RNN 
for predicting the heart condition based on the four 
class labels and obtained 99.95% accuracy. Hence, 
the proposed system is effective than the existing 
studies in classifying the ECG signal. Additionally, 
another comparative analysis is carried out in terms 
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of PPV and sensitivity and the results obtained are 
presented in table-6.
 The sensitivity rate of existing27 is found 
to be 80%. On the other hand, the proposed method 
shows 99.92% as sensitivity rate. Other traditional 
system28,29,31,32 and 10 also show minimum sensitivity 
rate in comparison to the proposed method. PPV 
value of existing studies are also found to be 
minimum when compared to the proposed. Though 
the study shows PPV value as same as proposed 
system, the sensitivity value is higher for the 
introduced method than the existing study10. Thus, 
it is concluded that the proposed method is effective 
in terms of both the PPV and sensitivity rate. It is 
graphically shown in figure.6.
 The existing study10 proposed an 
intelligent learning strategy to enhance the 
classification of ECG signal and the sensitivity as 
well as PPV rate is found to be 99.80% and 100%. 
Similarly, the present study uses Multi Structured 
Pooling Deep RNN to predict the heart condition 
by classifying the class labels corresponding to the 
ECG signals. The sensitivity and PPV rate for the 
proposed system is found to be 99.92% and 100%. 
Though, the PPV rate is similar to the existing 
and proposed system, sensitivity is maximum 
for the proposed method than the existing one10. 
Hence, it is concluded from the comparative 
analysis that the proposed methodology is effective 
than the traditional techniques. The introduced 
methodology is also analysed in terms of error and 
accuracy by comparing with the existing system 
and the obtained results are shown in table-7.
 As per the above analysis, the existing 
system have used AVM, Adaboost, ANN and Naïve 
Bayes for classifying the ECG signal and obtained 
various accuracy rates. The SVM shows 87.5% as 
accuracy rate, Adaboost shows 93%, ANN explores 
94% and Naïve Bayes shows 99.7%. Whereas 
the proposed method employs Multi Structured 
Pooling Deep RNN for predicting the class labels 
and the accuracy rate is found to be 99.82%. On 
the other hand, the error rate also differs for each 
algorithm. Thus, it can be summarized from the 
analysis that the proposed method is effective than 
the existing methods as it shows high accuracy rate 
and minimum error rate thereby proving its efficacy 
than other methods. 

CONCLUSION

 The work proposes methodologies 
based on deep learning for efficient classification 
of ECG signals to predict four class labels that 
are responsible to detect the heart condition. 
Normal Sinus Rhythm, Supraventricular Ectopy, 
Ventricular Ectopy and Supraventricular and 
Ventricular Ectopy are the four class labels that 
have been predicted in this research. For this 
purpose, the work employed Empirical Mode 
Decomposition based Elliptic Filter (EMD-EF) to 
remove unwanted noise from the input ECG signal. 
The relevant features have been selected through 
the use of the proposed Distribution based Whale 
Optimization Algorithm (D-WOA). Finally, Multi 
Structured Pooling Deep RNN (MSP-Deep RNN) 
has been used for prediction of the four class labels. 
A performance analysis has also been undertaken 
to examine the effectiveness of the proposed 
methodology with respect to specific parameters. 
The analytical outcomes exhibited the efficiency of 
the introduced techniques as it explored minimum 
error rate and high accuracy rate in predicting the 
class labels. As listed in Table-7, it is evident that 
the proposed classification method was much 
accurate in comparison to the existed methods. The 
proposed method has also resulted in a minimum 
error than the existing methods. Hence, this study 
can help the physicians to find the patient’s heart 
condition easily and give treatments accordingly. 
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