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 PCOS is an endocrine illness that affects 6–10% of women worldwide. It can 
cause a variety of symptoms, including irregular menstruation periods, ovarian cysts, and 
hyperandrogenism. Its lack of defined biomarkers, overlapping symptoms, and heterogeneity 
make diagnosis difficult. By studying hormone profiles, identifying patterns difficult to see with 
conventional approaches, and offering great precision and accuracy, AI and ML techniques are 
transforming diagnostic difficulties. Hybrid models in the list include SWISS-AdaBoost and 
ensemble learning techniques that have accuracies up to 98% enabling early diagnosis along 
with appropriate treatment strategies. Early detection by technologies such as AI will prevent 
significant health complications that are PCOS-related, such as infertility, type II diabetes, or 
cardiovascular diseases. This study depicts the transformative role of the application of AI in 
diagnosing cases of PCOS and highlights the possibility of facilitating clinical decision-making, 
reducing potential diagnostic delays, and enhancing improvements in patient outcomes. Future 
research should hence be directed towards the establishment of AI within healthcare with 
consideration of validation, reliability, and ethical considerations to maximize its use in clinical 
practice.

Keywords: Artificial Intelligence; Endocrine disorders; Hyperandrogenism; Infertility;
Polycystic ovaries; Rotterdam Criteria.

 There are about 7 to 15% of female 
reproductive-age women who suffer from 
polycystic ovaries during their reproductive years 
on average according to Stein and Leventhal in 
1935.1 PCOS, oligomenorrhea, and amenorrhea 
are not the only symptoms that women suffering 
from those conditions experience.2,3 The process 
of ovulation and the associated occurrence of 
ovarian cysts can also lead to hormonal imbalances, 
ovulation problems, and anovulations, which are 
also possible side effects. Hyperandrogenism 

is an illness that is associated with a number of 
symptoms including menstrual cycle irregularities, 
ovarian cysts, irregular periods, irregular periods, 
and irregular periods. The symptoms of this 
condition will be extremely diverse, so you 
might have to spend a lot of time looking for 
any symptoms that might be specific to your 
case in order to identify any severity. PCOS, in 
accordance with the World Health Organization, 
is estimated to affect around 116 million women 
all over the world.4 Those with this disorder have 
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elevated levels of LH (luteinizing hormone), 
FSH (follicle stimulating hormone), and GHRH 
(gonadotropin-releasing hormone) as a result of a 
disproportionate ratio between these hormones.5,6 

The combination of genetic predispositions and 
environmental factors can cause and exacerbate 
PCOS.7 Aside from obesity, type II diabetes, 
infertility, cardiovascular disease, mental health 
concerns, osteoporosis, and the development of 
comorbid conditions, the development of obesity, 
type II diabetes, infertility, cardiovascular disease, 
mental health concerns, osteoporosis, and the 
development of other comorbid conditions can all 
lead to complications that may worsen as they are 
left untreated.8 It can be possible to lose 5 percent 
of body weight by increasing physical activity 
and altering diet.9 Some patients who have not 
responded to conventional medicine may benefit 
from complementary and alternative medicine 
(CAM). This is often due to personal beliefs and 
monetary concerns.10 A multidisciplinary approach 
is crucial to managing PCOS effectively since it 
can have a variety of effects on women and have 
a potential severity.11 Fig. 1 shows the illustration 
about Polycystic Ovary Syndrome.
 Fig. 2 is a real diagram of ultrasounds of 
two ovaries Fig. 2 a) shows the ultrasound image 
of a normal ovary whereas Fig. 2 b) shows the 
ultrasound image of a polycystic ovary. PCOS 
is diagnosed using the NIH (National Institute 
of Health’s) guidelines, a disorder marked by 
alterations in hormones during puberty.12 Among 

them include polycystic ovarian morphology, 
anovulation, elevated testosterone levels, insulin 
resistance, and irregular menstrual cycles. With the 
addition of ovaries with polycystic disorders as a 
diagnosis criterion, the Rotterdam criteria—which 
defined PCOS, also known as oligo/anovulation, 
elevated testosterone levels, and polycystic 
ovaries—improving the diagnosis even more in 
2012.
Current Challenges in PCOS Diagnosis
 Diagnosing PCOS is a challenging task 
for many reasons as shown in Fig.3. Different 
diagnostic criteria among guidelines, such 
as Rotterdam and NIH criteria, are variable. 
Overlapping symptoms with other conditions such 
as hypothyroidism and metabolic syndrome make 
the correct identification of the disease a very 
challenging task. Also, subjective assessments 
such as ultrasound imaging and clinical evaluation 
of hyperandrogenism have variability and bias. 
The lack of reliable biomarkers for early detection 
limits objective diagnostic tools. Moreover, 
variability in demographics and ethnicity imparts 
a different presentation of symptoms due to 
PCOS. And finally, psychosocial factors such as 
stigma and mental health issues coupled with low 
awareness often delay the diagnosis and treatment 
and heighten the impact of PCOS on patients. 
For these challenges, standardizing diagnostic 
approaches and innovative technologies, such as 
AI, should bring about accuracy and consistency.

Fig. 1. An Illustrated Diagram for Polycystic Ovary Syndrome11
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 While such traditional diagnostic criteria 
of NIH guidelines and the Rotterdam criteria have 
served as guidelines to help with the diagnosis of 
PCOS,12 the new innovations, such as technological 
advancements from AI (Artificial Intelligence) and 
ML (Machine Learning), open up the possibilities 
for increasing the accuracy in the early diagnosis. 
Such technological systems process vast amounts 
of medical data - medical, hormonal profiles, 
images from ultrasound, and clinical histories - to 
spot certain patterns that perhaps may not be so 
easily discerned through traditional methods. AI/
ML models can be able to offer improving clinical 
decision-making while reducing diagnostic delays, 
potentially offering a more personalized therapy to 
a PCOS patient.
Pathophysiology and symptoms of PCOS
Hyperandrogenism
 A prevalent disorder in young girls 
and adolescents is hyperandrogenism, which is 
frequently brought on by physiological pubertal 
variance (see Fig.4). The most prevalent type is 
called polycystic ovarian syndrome (PCOS), which 
is frequently mislabeled. To prevent pathogenic 
causes and needless work-ups, systematic 

examination is essential. Strict guidelines, 
screening tests, lifestyle modifications, and drugs 
like glucose & estrogen-progesterone preparations 
are all part of PCOS treatment.13 The presence of 
luteinized ca cells in the ovarian stroma causes 
hyperthecosis, a disease that results in a continuous 
release of testosterone. This disorder is a severe 
variant of Polycystic Ovary Syndrome (PCOS) 
that frequently manifests as hyperandrogenism.14 
The course of treatment includes metformin, 
Gonadotropin agonists, anti-androgen medication, 
or laparoscopic bilateral salpingo-oophorectomy. 
Surgical might prove necessary when hormone 
levels in the blood are high, however treatment 
usually results in a decrease in ovarian androgen 
output. The anti-androgenic effects of glucophage 
(MET) as well as quercetin (Q) on hormonal 
imbalances and hyperandrogenism in a human 
version of Pc caused by DHEA were compared. 
The findings demonstrated that for Polycystic rats, 
both treatments decreased body weight, serum free 
testosterone, luteinizing hormone, and the FSH 
ratio. In addition, MET and Q raised the E2/free 
T, which are number, lunar converter quantity, 
overall ethanol levels. The study found that Q is 

Fig. 2. a) Ultrasound image of normal b) Ultrasound image of PCOS42

Fig. 3. Key challenges in PCOS diagnosis
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just as good as MET at lowering hyperandrogenism 
and enhancing the function of the hypothalamic-
pituitary-ovarian axis.15

Menstrual Irregularities
 Menstrual abnormalities following 
the first and second doses of the COVID-19 
vaccination were investigated in this study. 
According to the study, 50–60% of women who 
were the adulthood had abnormalities, irrespective 
of the type of vaccine. The subsequent dosage 
resulted in a somewhat higher incidence. In half of 
the cases, the abnormalities resolved on their own 
in less than two months. According to the study,16 
these characteristics should be taken into account 
when counseling women who will be receiving the 
vaccine. Periods lasting less than 21 days or more 
than 35 days are considered irregular menstrual 
cycles. These irregular cycles can upset the body’s 
hormonal balance or result in a number of health 
problems, including infertility, heart disease, type 
2 diabetes, rheumatoid arthritis (RA), metabolic 
syndrome, anemia, osteoporosis, or psychological 

disorders.17 Pregnancy-related hypertension 
problems and unfavorable obstetric and newborn 
outcomes are also made more likely by these 
irregular periods. It makes sense to comprehend 
these elements while creating treatment and 
prevention plans. The study looked at how Forty 
female adolescent endurance athletes’ cycle of 
periods while weight of bones changed through 
bulimia.18 Runners who reported pathogenic 
conduct within their last month or who had a 
global score of e”4.0 or who were concerned about 
their weight or shape were categorized as having 
disordered eating. According to the findings, 
runners who suffer from disordered eating have 
the majority had irregular menstruation, a longer 
span experiencing ovulation loss as few period 
cycles annually. The study backs the links between 
disordered eating and decreased cervical density 
possibly future irregular menstruation.
Polycystic Ovary Morphology
 PCOS, or polycystic ovarian syndrome, 
is a metabolic, psychosocial, and reproductive 

Fig. 4. Different types of hyperandrogenism 
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disorder that strikes 5–18% of women. Genetic 
predisposition, menstrual or hypothalamic 
dysfunction, excessive androgen exposure, insulin 
resistance, and systems linked to obesity are the 
causes. The 2003 Rotterdam criteria, which include 
cystic ovarian morphology, irregular cycles, 
and hyperandrogenism, are used to make the 
diagnosis.19 Changes in lifestyle and medication, 
such as metformin, oral contraceptives, and 
anti-androgens, are part of the treatment. PCOS, 
a prevalent endocrine condition in women, is 
associated with hazards for cardiovascular disease, 
including pre-eclampsia, diabetes, and obesity. 
According to the 2023 International Evidence-
Based PCOS Guideline, PCOS is a risk factor 
for cardiovascular disease.19 PCOS is a common 
endocrinopathy that affects women starting around 
puberty. It causes hirsutism, infertility, anovulatory 
menstrual periods, obesity, diabetes, hypertension, 
lipid abnormalities, and metabolic syndrome. It is a 
diverse illness that manifests differently in women 
& teenagers of adulthood.20

Metabolic Disturbances
 Overweight, obesity, type 2 diabetes, 
and steatotic liver disease are metabolic illnesses 
that are becoming more common worldwide. 

They are leading to a considerable increase in 
morbidity and mortality. While the gut microbiota 
is essential for preserving homeostasis regulation, 
genetic and environmental factors also play a part 
in these illnesses. Obesity, inflammation, & the 
generation of electricity are some of the disease 
mechanisms. Uncertainty surrounds the gut 
microbiota’s function and potential therapeutic 
benefits.21 Within a person’s brain, microglia 
are resident immune cells that are activated 
by cerebral ischemia/reperfusion injury. These 
cells can both exacerbate and protect against 
disease processes. Immune cell metabolism in 
inflammatory diseases, such as cerebral infarction, 
has emerged as a key area of research interest. The 
many activities of microglia, metabolic changes, 
mitochondrial modifications, reactive oxygen 
species participation, and therapeutic approaches 
to reduce aggravating metabolic abnormalities are 
all covered.22

Psychological Consequences 
 Reactions such as ecological sadness, eco-
guilt, and eco-anxiety are brought on by climate 
change. In order to evaluate these psychological 
effects and their connection to pro-environmental 
behavior (PEB), a study created questionnaires. 

Fig. 5. Clinical manifestations of PCOS in different stages of life of females
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The one-factor Eco-Guilt and Ecological Grief 
questionnaires showed a favorable correlation 
with PEB. The surveys are appropriate for 
evaluating negative emotional states associated 
with environmental issues or climate change.23 
One of the study examined the effects of bullying 
victimization on psychological symptoms, 
suicidality, and self-harm in teenagers, with a 
particular emphasis on gender disparities. According 
to data from a cross-sectional study conducted in 
China, such behaviors were substantially correlated 
to multiple kinds of bullying. Domestic abuse 
was prevalent between females, but cyber is less 
prevalent. The results emphasize the necessity 
of focused intervention techniques to deal with 
bullying victimization.24 The survey, which was 
carried across the following two months of the 
conflict in Ukraine, revealed a sharp deterioration 
in the mental and physical well-being of the civilian 
populace, which was made worse by losses in 
housing, work, and money. This underscored the 
necessity of psychiatric assistance.25

 Polycystic Ovary Syndrome (PCOS) is 
the most common endocrine disorder, affecting 
6%-10% of women worldwide, although the 
difference in prevalence is largely due to the 
diagnostic parameters used.26 PCOS affects females 
throughout their lifetime, from adolescence to post-

menopause, significantly reducing their quality of 
life due to its complex nature and wide-ranging 
health impacts. It contributes substantially to 
both morbidity and mortality, particularly among 
women of reproductive age. The review mainly 
aims at providing a full overview of the health 
effects of PCOS, beginning in reproductive years 
and through subsequent life stages.27 Fig. 5, below, 
illustrates the clinical manifestations of PCOS in 
different stages of a woman’s life. In this regard, all 
the symptoms and manifestations depend on age, 
hormonal status, and metabolic conditions within 
an individual.
 These four major phenotypes can be 
captured according to the Rotterdam criteria: the 
presentation of the condition. The metabolic and 
reproductive consequences of these phenotypes 
vary.28,29 According to the Rotterdam Consensus 
Workshop, PCOS is classified as an ovarian 
dysfunction syndrome based on two cardinal 
features: hyperandrogenism and polycystic ovarian 
morphology (PCOM)15, dated 2003. It expanded 
the definition of PCOS and made it one of the 
most common endocrine disorders in women of 
reproductive age, with a global prevalence between 
6% and 8% according to the NIH 1990 criteria.15 
Fig. 6 depicts the four distinct phenotypes of PCOS.

Fig. 6. Four different phenotypes of polycystic ovarian syndrome (PCOS)
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 The symptoms of PCOS are often 
very diverse and particularly challenging to 
diagnose, especially in adolescents and women 
at different ages in their lives. Because the 
symptoms of PCOS overlap with those of most 
other endocrine disorders, more than some basic 
diagnostic tests are necessary to differentiate 
it from hyperprolactinemia, thyroid disease, 
Cushing’s syndrome, and adrenal hyperplasia. 
Most investigations do include a mix of pelvic 
examination, ultrasound imaging, and hormone 
level analyses that include androgens as well as 
luteinizing hormone (LH).35,31 Fig. 7 summarizes 
the evolution of the diagnostic criteria for PCOS. 
In the 1990s, the NICHD established criteria that 
helped to rule out other causes of endocrinopathies 
and sources of hyperandrogenism for PCOS 
diagnoses.32 In 2003, the Rotterdam Criteria 
elaborated more on these and emphasized that at 
least two of the following three features must be 
present for diagnosis: polycystic ovaries, clinical 
or biochemical hyperandrogenism, and oligo /
anovulation.33 The latter further criteria reflect the 
clinical variability of PCOS, allowing for several 
presentations that range widely from irregular 
periods, elevated androgens to polycystic ovaries 
that are identifiable upon ultrasound imaging.  
PCOS Diagnosis in Adolescents and Menopausal 
Women
 PCOS diagnosis becomes even more 
challenging in adolescence and during the 
menopausal transition. Actually, during the whole 
spectrum of puberty, adolescents may experience 
irregular menstrual cycles, which will sometimes 
make distinguishing between normal pubertal 
changes and PCOS difficult.33 According to the 
ESHRE/ASRM guidelines, PCOS can only be 
diagnosed in adolescents who have experienced 
persistent menstrual abnormalities for more than 
two years following menarche, in conjunction 
with elevated androgen levels or clinical signs of 
hyperandrogenism like acne and hirsutism.33 It is 
even more difficult to make a diagnosis of PCOS 
in postmenopausal women since many of the 
natural changes that occur during menopause may 
mimic PCOS symptoms, such as excess androgen 
and complicate the clinical picture. Therefore, an 
adaptive and dynamic diagnostic approach is the 
need of the hour for women of all ages.33

MAterIAlS AnD MetHODS

Systematic review Process
 This study aims at giving a comprehensive 
review of the literature covering the integration 
of Artificial Intelligence and Machine Learning 
techniques for the early and accurate detection 
of Polycystic Ovary Syndrome. This approach 
will result in a very stringent selection of relevant 
studies while using a systematic methodology 
and strictly framing an emphasis on AI-based 
techniques and their efficacy in the detection of 
PCOS as depicted in Fig. 7. The overall process 
follows a procedure of careful systematic literature 
search, selection criteria, data extraction, and 
synthesis of the findings to identify the current 
advancement and gaps in the area of research. 
Inclusion and exclusion Criteria
 In order to involve high-quality and 
relevant research, the review used a focus on 
articles in journals that were published in a peer-
reviewed journal during 2016 to 2024, emphasizing 
the technique of AI/ML regarding the detection of 
PCOS. The eligible studies used a performance 
metric, which had accuracy, precision, recall, and 
F1-score while using clinical, biochemical, or 
imaging data. Also, the inclusion criterion rejected 
non-English-language research, studies that were 
found without performance metrics, review 
articles, editorials, and research not dealing with 
the diagnosis of PCOS.
Database Search Strategy
 Databases like PubMed, IEEE Xplore, 
ScienceDirect, and Google Scholar were used to run 
a literature search as depicted in Table 1. Key terms 
such as “Polycystic Ovary Syndrome,” “PCOS,” 
“Artificial Intelligence,” “Machine Learning,” 
“AI-based diagnosis,” and “early detection of 
PCOS” were used; the Boolean operators AND, 
OR were applied for refining search results. Filters 
for dates, languages, and type of document ensured 
that pertinent studies were retrieved. These were 
performed using the major databases, with a 
publication date range between 2016 to 2024, peer-
reviewed, and having performance metrics reported 
for the applications of AI/ML for PCOS. AI/ML 
techniques, characteristics of dataset characteristics 
and performance metrics were abstracted from all 
individual studies.
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Fig. 7. Methodical Evaluation Process for Including AI and Machine Learning in PCOS Identification

Data extraction and evaluation Frameworks
 Relevant information was systematically 
extracted from the chosen studies in terms of the 
study design, objectives, and the AI/ML techniques 
or algorithms applied. Main details such as dataset 
characteristics- size, source, and demographic 
diversity were noted with performance metrics 
such as accuracy, precision, recall, F1-score, 
and AUC. In addition, the main findings and 
contributions of the studies were documented for 
a complete understanding of their implications. 
A modified Newcastle-Ottawa Scale was used in 
order to evaluate the quality of the studies and the 
risks of bias. Comparative analyses were carried 
out to compare different datasets performance 
in models based on AI/ML. Where appropriate, 
the explainability of AI models was tested with 
frameworks such as SHAP (SHapley Additive 
exPlanations) and LIME (Local Interpretable 
Model-agnostic Explanations), which brought forth 
the interpretability of predictions and trust in the 
clinical applicability of these models.
The Role of Artificial Intelligence in Detecting 
PCOS
 AI has been identified as a transformative 
tool in the detection of PCOS by analyzing complex 
clinical, biochemical, and imaging datasets 
with high precision. Machine learning and deep 

learning algorithms can identify subtle patterns 
in data that may not be recognized by traditional 
diagnostic methods, thereby allowing for early 
and accurate diagnosis. These technologies do not 
only enhance the accuracy of diagnosis but also 
provide for personalized treatment strategies in 
order to effectively deal with the heterogeneous 
nature of PCOS.  Because polycystic ovarian 
syndrome is so common, has a large healthcare 
burden, is challenging to detect, and can be 
challenging to identify throughout the clinical, 
biochemical processes and radiological criteria, 
it presents an attractive environment for future 
AI-based solutions. It is very promising to target 
women with PCOS symptoms who have gone 
over 2 years without receiving a diagnosis using 
AI/ML.34 In addition to geographic differences, 
AI/ML can be used to resolve PCOS issues that 
may be caused by environmental influences.35 
Other diseases, including PCOS, are expensive 
and require long diagnostic delays that can be 
addressed with AI technology. AI has a very high 
potential for diagnosing PCOS because of its 
heterogeneous nature, as well as its incorporation 
of clinical, biochemical, and radiological features.36 
In addition to integrating these features into EHR 
systems, AI offers the potential to reduce diagnostic 
delays associated with PCOS by integrating these 
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table 1. Database Search Strategy for PCOS Detection

Database Search Query Boolean  Filters Applied Results 
  Operators  Retrieved

PubMed (“Polycystic Ovary Syndrome”  AND, OR Publication date:  527
 OR “PCOS”) AND (“Artificial   2016–2024, English, 
 Intelligence” OR “Machine   Peer-reviewed
 Learning”)
IEEE Xplore (“AI-based diagnosis” OR “ AND, OR Publication date:  336
 Machine Learning”) AND “  2016–2024, English, 
 Polycystic Ovary Syndrome”  Peer-reviewed
ScienceDirect (“Early detection of PCOS”  AND, OR Publication date:  488
 OR “Artificial Intelligence”)   2016–2024, English, 
 AND (“PCOS”)  Peer-reviewed
Google Scholar (“PCOS” OR “Polycystic  AND, OR Publication date:  1,286
 Ovary Syndrome”) AND   2016–2024, English, 
 (“AI-based diagnosis” OR   Peer-reviewed
 “Machine Learning”)

Fig. 8. Process of AI based PCOS detection

features into EHR (Electronic Health Record) 
systems. A significant level of sensitivity and 
precision for PCOS identification have been found 
in the corpus of research currently available on 
AI in PCOS. This suggests that a well-thought-
out AI/ML based program might greatly improve 
our capacity to identify PCOS at an early stage, 
leading to financial savings and a lighter load on 
individuals and the healthcare system. Nonetheless, 
there are still a number of holes in the field of AI/
ML-based PCOS identification. First, it should be 
emphasized that while assessing AI in PCOS, only 
32% of research employed established criteria as 

reference standards, such as the Rotterdam, NIH, 
and Global PCOS criteria.37

 PCOS (Polycystic Ovary Syndrome) 
can be diagnosed using traditional and machine 
learning methods, demonstrating the trend towards 
technology integration in medical diagnostics 
as shown in Fig. 8.15 The traditional method of 
diagnosing PCOS relies primarily on clinical 
evaluations, where the healthcare provider collects 
a history of symptoms and performs hormone 
tests in order to determine the patient’s condition. 
PCOS is a condition in which multiple ovarian 
cysts are present, which are indicative of the 
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presence of polycystic ovary syndrome, and can 
be detected visually using ultrasound examinations. 
As a contrast to this, machine learning provides a 
variety of algorithms for detecting PCOS more 
efficiently and with greater accuracy thanks to its 
use of a variety of algorithms. There are a number 
of classification techniques used to categorize 
patients into PCOS and non-PCOS groups based 
on data patterns identified in these datasets, such 
as Decision Trees, Logistic Regression, K-Nearest 
Neighbors, Naive Bayes, Random Forests, and 
Support Vector Machines. Additionally, advanced 
neural networks such as CNNs and MLPs are 
capable of analyzing complex datasets, including 
image data, using techniques like clustering, like 
K-means, which group similar patient data without 
prior labeling. As healthcare trends move to data-
driven, algorithmic approaches for enhancing 
patient outcomes and streamlining diagnostic 
processes, this movement reflects a broader trend of 
leveraging technology to improve patient outcomes 
and simplify diagnostic processes in general.36

early Detection and Overcoming Diagnostic 
Challenges using AI
 Apart from all of the abovementioned 
factors, the complex nature of the disorder, 
considering its heterogeneous symptoms, makes 
diagnosis and accurate detection difficult. Complex 
nature can be considered one of the significant 
challenges for early detection and proper diagnosis. 
Traditional methods mostly rely on ultrasounds and 
assessment of hormone levels for the diagnosis, 
which is still unable to detect the full range of 
symptoms of PCOS, particularly in its earliest 
stages. It is at this point that the AI-driven tools 
enter the scenario: for both early detection and 
ongoing management of PCOS. AI and machine 
learning models can analyze tremendous quantities 
of information involved in datasets, including 
hormonal profiles, metabolic markers, and 
ultrasound images, identifying subtle patterns 
which may easily go unnoticed in most traditional 
methods applied by clinicians. These AI techniques 
can integrate clinical, biochemical, and imaging 
data toward a better understanding of the variability 
in PCOS, thereby possibly identifying signs that 
would be undetected otherwise. Machine learning 
models might increase diagnostic accuracy by 
focusing on the complex relationships between 
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Fig. 9. Comparative graph for AI techniques with optimum accuracy

Fig. 10. Comparative graph for hybrid AI techniques for early detection of PCOS

these markers of the disease, particularly for early 
detection of PCOS.
 This  is  important  because early 
interventions are also likely to avert lifelong 
health consequences such as infertility, diabetes, 
and cardiovascular disease associated with PCOS. 
Use of AI at the early stage of detection of this 

disorder will enable care providers to offer more 
individualized treatment strategies tailored to the 
specific phenotypes of PCOS for improving patient 
outcomes. AI tools, more especially deep learning 
models, can further differentiate PCOS from other 
diseases since they can identify something that 
even a human observer cannot, thereby leaving it 
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with a more accurate diagnosis and thus less chance 
of overdiagnosis or underdiagnosis. The integration 
of AI and ML into diagnosis presents the possibility 
of revolutionizing the management process of 
PCOS. These technologies not only fill the gaps 
of conventional techniques but also give earlier 
and more accurate diagnoses, which have been 
considered a major medical tool for the betterment 
of outcomes in patients with PCOS across the 
varying phenotypes and stages in life. AI-guided 
diagnostic instruments can better take care of the 

complexity of PCOS, which allows health care 
strategies to be proactive rather than reactive and 
transform the entire horizon of management of 
PCOS.35,36

reSultS AnD DISCuSSIOn

Performance Analysis of AI Methods for PCOS 
Diagnosis
 Polycystic Ovary Syndrome (PCOS) 
is an endocrine disorder characterized with a 

Fig. 11. Various impacts of PCOS on women’s health

Fig. 12. Women with PCOS have increased visceral fat and belly fat
Abbreviations: Hypertriglyceridemia, renal disease, and endothelial dysfunction, Low-density lipoprotein, free fatty acids (FFAs), 
and polycystic ovarian syndrome (PCOS).
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high percentage of women of reproductive age. 
It has been ranked as one of the most prevalent 
conditions affecting women within this age 
category. The disorder manifests commonly with 
symptoms including obesity, acne, infertility, 
and hirsutism, thereby making it a multifaceted 
condition that impacts many aspects of a woman’s 
health.38 AI, where changes for better in healthcare 
systems, especially in diagnosis and management 
of conditions such as PCOS, has only recently 
transformed the possibilities of accurate diagnosis 
and treatment, especially when traditional methods 
are unable to thrive with the complex nature of the 
disorder.39 In a clinical study conducted on 541 
patients from Kerala, India, AI tools were applied to 
predict PCOS using different machine learning and 
deep learning classifiers. These models obtained 
high-performance metrics; in all cases accuracy, 
precision, recall, and F1-score were well above 
98%.40,41 Performance notwithstanding, explainable 
AI techniques such as the SHAP (SHapley Additive 
Values) method and the LIME algorithm were 
adopted. These tools ensure transparency and 
improve the interpretability of AI models, which is 
critical for their uptake in clinical settings.42 More 
advanced techniques of image processing used in 
the study included models such as DarkNet-19, 
AlexNet, SqueezeNet, and SVM (support vector 
machine), which were used to automate PCOS 
diagnosis. These models have dramatically 
improved diagnostic procedures in ultrasound 
images with a very high degree of accuracy. For 
example, DarkNet-19 obtained an accuracy of 99%, 
which may reduce the chances of late diagnosis 
and, therefore, avoid possible fatal consequences 
in patients with untreated PCOS.43,44 The impact of 
PCOS on fertility is also augmented since it ranks 
among the most common causes of infertility in 
women worldwide, affecting more than five million 
women.45

 This heterogeneity in the presentation of 
symptoms of PCOS, such as irregular menstrual 
cycles and overproduction of androgen, also makes 
it difficult to diagnose. Traditional approaches 
towards diagnosis often do not capture the full 
spectrum of manifestations of this disorder.46 
AI-driven methods are now fast becoming the 
backbone in both diagnosis and prognosis. AI-
based decision support systems are increasingly 
applied to assist clinicians improve their ability 

at identification and management of PCOS.47 For 
example, a Support Vector Machine-based classifier 
was shown to be able to classify PCOS with a 
sensitivity of 96.92% compared to seven other AI 
approaches, thereby making it a good auxiliary 
tool for clinicians.48 The Random Forest models 
combined with the use of LIME further permitted 
the estimation of the risk of developing PCOS 
given the presence of certain factors significantly 
associated with positive and negative diagnoses, 
thus further enhancing AI model interpretability in 
clinical settings.49 The possibility of using AI and 
machine learning for the diagnosis of PCOS has led 
to the emergence of fast, accurate, and interpretable 
methods that have improved our ability to respond 
to the healthcare burden imposed by the disorder, 
also can be seen in Table 2. Beyond the facility 
provided for early detection, these technologies 
have also created a better understanding of the 
complex pathophysiology culminating into 
improved patient outcomes through more timely 
and effective interventions.50

 Although promising, AI models for 
PCOS diagnosis need to be validated correctly 
for reliability. This document has not sufficiently 
considered methods used to avoid overfitting and 
generalize well on unseen data in the validation 
part. Including a Section 5 with validation 
techniques would add methodological strength to 
this study. Moreover, a method such as k-fold cross-
validation would prevent overfitting to a specific 
dataset in the first place because this approach 
divides the dataset into various folds, and then 
trains and tests the model on different folds. It also 
tests the high accuracy that occurs with models 
using external validation where the model is tested 
on independent datasets of other populations and 
environments. This would make the AI models 
robust and reliable for practical use in real-world 
clinical environments, thus applicable to support 
the diagnosis and management of PCOS. This is 
an important step toward bridging the development 
gap for AI-based tools to routine practice in 
healthcare settings with a significant improvement 
in diagnostic precision and thus overall patient care.
 There are various Artificial Intelligence 
(AI) techniques available at the present time, and 
the Fig.9. shows the optimum accuracy percentages 
for different AI techniques in diagnosing Polycystic 
Ovary Syndrome (PCOS). From algorithms such 
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as Machine Learning (ML) to convolutional neural 
networks (CNNs) such as VGGNet16, these 
techniques range from Machine Learning (ML) 
to Deep Learning (DL) and other algorithms. Its 
robustness in clinical decision support is reflected 
by its high accuracy of 98% with Explainable 
AI (XAI) using ML models. Among the four 
classifiers, DarkNet-19, a deep learning model, 
achieved the highest accuracy with 99%, and 
its performance is one of the best of the bunch. 
Support Vector Machines (SVM) achieve a higher 
accuracy of 96.92% than the traditional Random 
Forest Classifier (RFC) of 89.02%. It is worth 
mentioning that Random Forest (RF) was proven to 
have an accuracy of 86.03% for the implementation 
on one hand and CatBoost for the implementation 
on the other hand had accuracies of 88.68% and 
95% for the implementation on the other. ResNet 
achieves an accuracy rate of 92.90% in deep 
learning. In non-invasive diagnostic settings, non-
invasive models are 90.10% accurate and Bayesian 
classifiers are 93.93% accurate. Combining 
multiple models can enhance diagnostic precision, 
as demonstrated by the Ensemble Random Forest’s 
98.89% accuracy. Its high-resolution image 
analysis capability demonstrates its capability 
for high-resolution PCOS diagnosis thanks to its 
accuracy of 99.89%.
AI Applications in early PCOS Detection
 PCOS is a hormonal disorder that affects 
mostly women during their reproductive years, 
causing irregular periods, cysts in the ovaries, and 
fertility problems. As a result of its complexity, 
vague symptoms, and unknown causes, PCOS is 
difficult to diagnose, but it is vital to treating the 
condition and preventing long-term health issues.51 
A wide range of huge datasets, including medical 
histories, hormonal profiles, and imaging results, 
have been analyzed with machine learning (ML) 
models as a means of enhancing diagnosis. A focus 
on relevant data subsets allows these models to 
improve diagnostic accuracy by using advanced 
feature selection techniques.52 SWISS-AdaBoost 
has been demonstrated to be superior to traditional 
classifiers such as SVM, KNN, and Random Forest 
in a number of studies. The SWISS-AdaBoost 
classifier unquestionably has a higher accuracy of 
97.81% and an AUC of 99.08%. To identify PCOS, 
hybrid machine learning models include many 
methods, including SVM, Random Forest (RF), 

and XGboosting more accurately, achieving 93.8% 
accuracy in preliminary tests.53 To address data 
imbalances, XGBRF and CatBoost, specifically 
by using Synthetic Minority Over-sampling 
Techniques (SMOTE), have been used in studies 
to identify key clinical parameters to detect PCOS 
early.54 IFFOA-ANN and adaptive k-means models 
have also been developed for ultrasound imaging 
follicle detection, improving the diagnostic process 
by identifying ovarian disorders accurately.55 A 
combination of image and clinical data has been 
shown to increase diagnosis accuracy, with studies 
showing that deep learning frameworks like 
Inception have been adapted for the assessment 
of ovary ultrasound images, reducing false 
positives and improving model performance.56 
Furthermore, studies have shown that GLCM 
methods for detecting features in pre-processed 
ultrasound images can be accurate up to 99%.57 
PCOS diagnostics have been further improved by 
integrating ensemble learning algorithms. PCOS is 
a hormonal condition that mainly affects women 
during their reproductive years, which gives them 
symptoms like disturbed menstrual cycles, ovarian 
cysts, and difficulty conceiving. Since the case 
is rather complex, with symptoms and causes 
being pretty vague, diagnosing them is not an 
easy affair. But it’s essential to detect it early in 
order to manage it without creating other serious 
medical conditions like diabetes and cardiovascular 
diseases.58 ML models have been shown to 
be instrumental in achieving better diagnostic 
accuracies while analyzing huge amounts of data 
including medical histories, hormonal profiles, 
and imaging results. It is because these models can 
focus on appropriate subsets of relevant data with 
the help of refined techniques of feature selection 
so as to improve diagnostic precision.59

 Hybrid AI models, like SWISS-AdaBoost, 
were found to outperform traditional classifiers 
like SVM, KNN, and Random Forest when an 
accuracy up to 97.81% and an AUC of 99.08% was 
achieved.55 Hybrid models combining techniques 
like SVM, Random Forest (RF), and XGBoost 
also demonstrated preliminary accuracy rates 
at 93.8% for PCOS diagnosis.55 Other models 
like XGBRF and CatBoost have used Synthetic 
Minority Over-sampling Techniques (SMOTE) 
to surmount the class imbalance problem in 
datasets, thus maximally enhancing the detection 
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rate of critical clinical parameters, subsequently 
giving an indication toward early identification 
of PCOS.56 Other techniques, IFFOA-ANN and 
adaptive k-means, have also been suggested that 
enable enhancement of the ultrasound imaging 
technique in detecting follicles for better diagnosis 
and identification of ovarian disorders.57 The 
integration of clinical and imaging data also 
increases the accuracy of diagnosis. For instance, 
some of the recent frameworks have transformed 
deep learning in the domain of assessing ovarian 
ultrasound with decreased false positives and 
improving performance in the overall model.58 
Follow-up studies indicated that by using GLCM 
methods for feature detection in pre-processed 
ultrasound images, these can be as accurate as 
99%.59 Ensemble learning algorithms and fine-
tuning diagnostic accuracy improve diagnostics 
with advancements in PCOS.
 Feature selection techniques implemented 
along with classifiers such as Random Forest and 
XGBoost outperform many other methods, high 
levels of accuracy, and sensitivity in the detection 
of PCOS at an early stage.60 Machine learning 
models adapted using techniques like chi-square 
evaluation and Bayesian classifiers enhance the 
reliability of these models when utilized with 
clinical factors.61 These developments indicate 
how machine learning techniques and feature 
selection algorithms may be utilized to improve 
the precision and reliability of PCOS diagnosis, 
thus motivating clinicians to apply AI for more 
aggressive management of women with PCOS.62,63 
Some hybrid AI techniques are presented in Fig 
10, which have been shown to exhibit optimal 
accuracy for diagnosing PCOS. SWISS-AdaBoost 
is one of the best models with accuracy of 97.81%, 
while DarkNet-19 demonstrates its strengths with 
accuracy of 99%.55 Other techniques like SVM, 
Random Forest, and XGBoost report the accuracy 
of around 93.80%. The specific techniques, 
IFFOA-ANN and XGBRF, have found accuracy 
as high as 97.50% and 95%, respectively.56,57 
However, improvement in integrating dataset 
demand in specific techniques like joint fusion 
types of Inception model report an accuracy of 
84.81%.58

 The combination of models, such as an 
ensemble, has outstanding accuracy of 98.87% with 

LR, RF, DT, NB, SVM, KNN, XGBoost, AdaBoost 
classifiers.59 Other ensemble techniques are also 
found in RF with AdaBoost for the accuracy of 
92%, and HRFLR with CatBoost for the accuracy 
of 94%.60 The RF performs in great accuracy 
of 98.89% when trained alone.51 Also, the GNB 
achieved remarkable robustness with a 100% 
accuracy rate in some other studies.52 Deep learning 
architectures like CNN combined with VGGNet16 
and XGBoost as a meta-learner have achieved 
an impressive rate of accuracy near perfection 
with 99.89% and thus exhibited effectiveness in 
diagnosing PCOS.53

 This study can be made clearer by 
combining the performance metrics of different 
AI models for diagnosing PCOS into one table. 
A reader can compare each model side by side, 
including key metrics such as accuracy, precision, 
recall, and F1-score, and distinguish its good and 
weak points. This controlled comparison will give 
a clearer sense of how different AI models differ 
in their performance to improve the diagnostic 
challenges of PCOS. This side-by-side format 
would help readers better understand how other 
AI models approach the challenges involved in 
diagnosing PCOS. For example, it would include 
performance metrics of any models used, such 
as SVM and Random Forest and DarkNet-19, 
to actually go deeper into why some models 
apparently outperformed the others. In addition, the 
discussion would be carried about their practical 
implications concerning computational efficiency, 
reliability, and suitability for clinical application. 
Such an approach will make the study clearer and 
provide depth into how AI could be exploited in 
the earlier detection of PCOS accurately.
Impact of PCOS on women’s health
 There are numerous systems within the 
body affected by polycystic ovaries syndrome 
(PCOS), best known as an endocrine disorder 
affecting many aspects of women’s reproductive 
health as shown in Fig. 11. All things considered, 
PCOS is a complex illness that affects women 
who are fertile. A key feature of PCOS is insulin 
resistance, which results in elevated insulin levels, 
which are caused by insulin’s diminished ability 
to stimulate glucose intake and suppress hepatic 
glucose production. Hormones such as luteinizing 
hormone (LH) further exacerbate androgen 
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production in ovarian theca cells, which reduces 
sex hormone-binding globulin, enhancing free 
androgens and causing hirsutism symptoms.
 The pathophysiology of resistance to 
insulin in PCOS can be significantly influenced 
by genetic and epigenetic variables which includes 
factors that affect glucose transporter 4 (GLUT4).36 
Moreover, there is a connection between insulin 
resistance and more general metabolic diseases 
like obesity, dyslipidemia, and increased risk for 
heart disease. PCOS is characterized by metabolic 
disturbances that tend to be worsened by obesity, 
particularly visceral fat, which promotes insulin 
resistance and metabolic disorders associated with 
PCOS, but which are not universal in people with 
PCOS.  Fig. 12. Fat around the abdominal area and 
visceral adipose tissue contributes to the formation 
of visceral fat in women. Triglyceride levels in the 
patient’s blood and HDL (high-density lipoprotein) 
levels in his or her lipid profile are elevated in 
PCOS patients. This type of pattern is caused 
by obesity and insulin resistance, both of which 
contribute to aging and contribute to an increase 
in symptoms. Additionally, PCOS can negatively 
affect endocrine function, including sleep apnea 
and excessive sleepiness during the day, which 
can indicate poor reproductive health as a result 
of PCOS.18 
 The hormones related to PCOS are 
not affected by obesity in the same way that 
obesity hormones are affected by obesity. Several 
epidemiological studies have found that irregular 
sleep is associated with diabetes and cardiovascular 
disease. There is a high risk of cardiovascular 
events associated with PCOS because it has an 
increased propensity for cardiovascular events 
as a result of its inflammatory characteristics and 
impaired fibrinolysis. Aside from its negative 
impact on physical health, PCOS also negatively 
impacts emotional health, according to research. 
Consequently, those with PCOS tend to experience 
mental health problems such as depression, 
anxiety, and stress, along with obesity and weight 
gain, at a higher rate than the general population. 
Aside from PCOS, a number of other factors can 
contribute to the occurrence of the symptoms of 
the condition. There are a number of factors that 
can aggravate PCOS, such as body image issues, 

fertility problems, chronic health conditions, 
and other factors. There are many underlying 
mental disorders associated with PCOS, as well 
as profound ramifications for the mental health 
of the patient. The management process will be 
complicated as a result, particularly when it comes 
to implementing and maintaining lifestyle changes 
that will be essential to a successful outcome.28

COnCluSIOn

 Millions of women worldwide suffer 
from the complicated endocrine condition known 
as polycystic ovarian syndrome, or PCOS. 
Conventional diagnostic techniques, such imaging 
and clinical assessments, are imprecise and 
inconsistent. With AI-driven methods reaching 
accuracies of over 98%, AI and machine learning 
have become a game-changing strategy. These 
tools look for minuscule patterns in complex 
datasets. In addition to increasing diagnostic 
precision, early AI-assisted PCOS identification 
allows for customized therapies to reduce long-
term health concerns such as infertility, type II 
diabetes, cardiovascular disease, and mental health 
issues. Additionally, explainable AI methods like 
SHAP and LIME improve the interpretability of 
AI models, which builds clinician trust and makes 
it easier to incorporate them into clinical practice. 
Despite AI’s enormous potential, there are still 
issues to be resolved, such as the requirement 
for uniform validation, dealing with dataset 
biases, and guaranteeing robustness over a range 
of demographics. To guarantee scalability and 
dependability, future work should concentrate 
on improving AI models, integrating them with 
Electronic Health Record (EHR) systems, and 
testing them in actual clinical settings.
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