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 Diabetic Sensorimotor Polyneuropathy (DSPN) is a common complication of diabetes, 
significantly increasing the risk of diabetic foot ulcers and potential amputations. Timely 
monitoring and early detection of DSPN severity are crucial for prevention. Recent advancements 
in Machine Learning (ML) have led to highly accurate diagnostic models in the medical field and 
with the advancements in emerging edge devices these models offer patient-friendly solutions 
for continuous monitoring. Developing edge-compatible devices necessitates less complex ML 
models to optimize power consumption, resources, and processing speed. The choice of activation 
function is critical, as it directly impacts model complexity and performance. While complex 
data requires sophisticated functions to maintain accuracy, resource-constrained edge platforms 
demand a balance between complexity and effectiveness. This study presents a performance 
comparison of hardware-implemented Neural Network (NN) classifiers utilizing various linear 
and non-linear activation functions for Electromyography (EMG)-based DSPN classification, 
tested on the ZCU102 FPGA board. Results indicate that the NN employing the ReLU activation 
function achieved 78% accuracy with only 4.33 W power dissipation, a time delay of 20.1 mS, 
and resource utilization of 70,134 Look Up Tables (LUT) and 123 Block RAM (BRAM). These 
findings demonstrate that ReLU-based NNs offer better power efficiency, resource utilization, 
and speed compared to other activation functions for EMG-based DSPN classification. These 
insights serve as a valuable reference for researchers developing hardware-friendly NN models 
for edge-based ML applications in biomedical devices.
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 Diabetes Mellitus (DM) is increasing 
globally at a fast rate with expected 578 million 
people suffering with DM by the year 2030 
worldwide. The annual health expenditure on 
DM is estimated to 825 billion USD by 2030.1 
DSPN is a common and debilitating problem in 
DM, primarily associated with high and poorly 

controlled blood sugar levels over an extended 
period of time.2–6 It is a primary factor contributing 
to complications in diabetic foot, giving rise to 
issues like ulceration and Charcot neuroarthropathy 
(a condition that affects the joints, particularly in 
the feet, of individuals with peripheral neuropathy, 
commonly due to diabetes), which becomes a 
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cause for lower-limb amputation. Some Other 
problems of DSPN included distressing pain and 
an increased risk of falls. Most disturbing, DSPNs, 
foot ulceration and lower- limb amputation are 
independently associated with an increased risk 
of mortality.7 Early detection and prevention can 
reduce the risk of DSPN.
 Existing diagnostic methods for DSPN, 
such as Nerve Conduction Studies (NCS),8 
Vibration Perception Threshold (VPT),9 Michigan 
Neuropathy Screening Instrument,10 Neuropathy 
Disability Score (NDS),11 Achilles Tendon 
Reflexes,12 pinprick and temperature sensation,13 
are time consuming, expensive, require expertise, 
and in some cases, cause discomfort.
 ML based edge devices can help in early 
detection of DSPN as the combination of machine 
learning and edge computing is transforming the 
healthcare industry by allowing real time analysis 
of EMG data and personalized treatment.14 ML 
algorithms analyse patient’s EMG data, to aid 
in accurate diagnostics and predictive analytics. 
At the time edge computing ensures that this 
analysis takes place on devices reducing delays and 
enhancing security. Together these technologies 
enable healthcare systems to offer sophisticated 
patient monitoring, personalized medicine and 
efficient integration, with devices. Software based 
ML models in biomedical diagnosis are relatively 
easy to develop and can provide high accuracy 
reaching upto 100% as given in literature.5,15–17 
The development of edge devices using these 
ML algorithms on resource limited hardware is 
not an easy task as complex ML models when 
implemented at hardware utilises more resources, 
consume more power and offer slow response 
time. The implementation on hardware need some 
compromise between performance of ML model 
and hardware conditions such as resource, power 
and delay.
 While extensive research has been 
conducted on the development and optimization of 
neural network architectures and training algorithms, 
the focus on hardware implementation with diverse 
activation functions is relatively limited. Y. Xie 
et al.18 presented a FPGA implementation of NN 
for different activation function with two fold 
LUT (t-LUT) concept which requires only half of 
the total number of bits compared to the original 
LUT implementation. Z. Hajduk et al.19 presented 

implementation of hyperbolic tangent function in 
FPGA by using direct polynomial or Chebyshev 
approximation which provided very high accuracy, 
short calculation time and moderate resource 
utilization. L. D. Medus et al.20 presented FPGA 
implementation of Feed Forward Neural Network 
(FFNN) with an Activation Function Block (AFB) 
which contains ReLU, Logistic Sigmoid and 
hyperbolic tangent activation function and provide 
hardware utilization report for Iris and MNIST 
datasets. Z. Pan et al.21 presented implementation 
of sigmoid function using three modules namely 
piecewise linear approximation, Taylor series 
approximation and Newton-Raphson method based 
approximation provided balance between accuracy, 
performance and resource utilization, but there is 
very few articles are available in literature which 
provided performance evaluation of different 
activation functions for hardware implementation.  
 Different activation functions have 
unique computational characteristics, edge devices 
often have specific requirements and constraints 
that differ from traditional computing systems. 
Research on hardware implementations of neural 
networks with different activation functions for 
biomedical signals can lead to tailored solutions 
that maximize performance and efficiency in 
edge computing scenarios. As per my study this 
is the first article which presents the performance 
and hardware footprint of different activation 
functions in FPGA implementation of NN for the 
development of EMG based edge device to detect 
DSPN. The software model of designed NN is 
hardware coded and then tested for evaluating its 
hardware footprint using Xilinx ZCU102 FPGA 
board. The targeted FPGA offers great amount of 
configuration flexibility with high computation 
power to support complex models for signal 
processing as compared to general purpose CPU.22

 Presented study analyses the hardware 
encoding of activation functions for hardware 
implementation as there are three important 
components of any neuron; the weight, the bias 
and the activation function. Activation function 
fetches the attention because in a NN model it adds 
non linearity and without it the NN can simply do 
a linear transformation. Learning of a complex 
task by NN is just impossible without adding 
nonlinearity.23,24
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 The primary selection of the activation 
function is based on the nature of input, type 
of output, computation efficiency and range of 
output.25 Smooth shape of the activation function 
help NN converge faster and the complex shape 
functions are capable of learning complex 
patterns however difficult to optimize.26 For non-
complex data patterns the linear or piecewise 
linear activation functions are computationally 
efficient than the complex shaped functions, and 
speed up the learning. However the complex 
patterns in the input data can only be learnt by 
non-linearity of activation function.27 Gradients 
of weights are updated on the error value which 
is difference between actual and predicted value 
and for small gradients network will learn slowly 
and face difficulty in convergence. Activation 
functions with smaller values of slope face 
vanishing gradient problem whereas the activation 
functions with larger slope suffers from exploding 
gradient problems where the large error gradients 
accumulate and update the weights with very 
large values resulting in instability.28,29 Choosing 
the right activation function for NN is a typical 
task as too ambitious accuracy objectives with 
complex mathematical computations may lead 
to consumption of large amount of hardware 
resources and will result in slower or power hungry 
performance.30 There is no such result reported 
so far, regarding the hardware footprint of ML 
using different types of activation function. Such 
comparative study on hardware footprint is the 
need of the hour as edge computing is gaining 
much popularity due to advantages of latency and 
security. For edge computing the proper selection 
of activation function is even crucial as the resource 
constrained NN easily loses accuracy.
 This paper compares the performance 
of software based NN algorithm with different 
activation functions in hardware implemented 
version using FPGA for DSPN severity 
classification using EMG signal. The comparison is 
based on resource utilization, timing performance 
and power consumption for approximately 78% 
accuracy. Rest of the paper is arranged as follows 
Preliminaries about activation functions, research 
methodology, experimental results, discussion and 
conclusion.
Preliminaries
 Figure 1 shows a NN in which inputs 

represent various features or variables that are used 
as the initial information for the network to process. 
Weights are the parameters that the neural network 
learns during training. These weights determine 
the strength of the connections between the inputs 
and the neurons in the network. The net input is 
the weighted sum of the inputs. It indicates the 
total input to a neuron, taking into account both 
the inputs and their corresponding weights.
 Activation functions are a crucial 
component of artificial neural networks and are 
used to introduce non-linearity into the output of a 
neuron. This non-linearity allows neural networks 
to model complex relationships in data, making 
them capable of learning and performing a wide 
variety of tasks including classification, regression, 
and more.
 Activation functions in neural networks 
have evolved over time to address various 
challenges and improve the performance of the 
networks.
 The earliest neural networks, such as 
the perceptron introduced by Frank Rosenblatt 
in the late 1950s, used a step function as the 
activation function. The step function outputted a 
1 if the input was greater than or equal to 0, and 
otherwise. However, the step function’s lack of 
differentiability limited its application in training 
neural networks using gradient-based optimization 
methods.
 In the 1980s and 1990s, the sigmoid 
function, also known as the logistic function, 
became popular as an activation function in neural 
networks. The sigmoid function maps any input 
value to a range between 0 and 1, and it addresses 
the differentiability issue of the step function. It was 
widely used in the early days of neural networks, 
particularly in binary classification tasks. However, 
it suffers from the vanishing gradient problem, 
which can slow down or even stall the training of 
deep neural networks.
 The hyperbolic tangent function (Tanh) 
was introduced as an alternative activation 
function to address the vanishing gradient 
problem associated with the sigmoid function. Its 
development coincides with the early 1990s as part 
of efforts to improve the training of deeper neural 
networks.
 The Rectified Linear Unit (ReLU) 
emerged as a significant development in the 
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early 2010s, providing an effective solution to 
the vanishing gradient problem and becoming 
the default activation function for many types 
of neural networks. The concept of the ReLU 
activation function was introduced by Hahnloser 
et al. in a research paper titled “Digital selection 
and analogue amplification coexist in a cortex-
inspired silicon circuit”, published in 2000.31 The 
paper outlined the functioning of the rectified linear 
neuron, which is the basis for the ReLU activation 
function.
 The ReLU activation function is a 
piecewise linear function that outputs the input 
directly if it is positive, otherwise, its output is zero. 
The ReLU activation function is a combination 
of linear units with a derivative value allowing 
backpropagation.32,33 It has an advantage that not all 
the neurons are active at the same time. The linear 
non saturating property accelerates the convergence 
of gradient descent towards the global minimum 
of loss function. During backpropagation the dying 
ReLU is the problem with derivative function 
where the negative input values become zero and 
the weight and biases are not updated, hence ability 
of NN to fit data decreases. The problem of dying 
ReLU is solved by Leaky ReLU in which there is 
a small positive slope in negative area.34 The dead 
neurons for negative inputs are not encountered 
during backpropagation. The learning time in 
Leaky ReLU is more. Parametric ReLU is another 
form of ReLU in which the most appropriate value 
of the slope of the negative part is learnt during 

backpropagation.35 The drawback with parametric 
ReLU is that it performs differently of same input 
for different value of slope. Exponential Linear 
Unit or ELU is another variation of ReLU in which 
the log curve represents the negative part of the 
function.36 ELU smooths slowly and avoids dying 
ReLU problem. ELU increases computational time 
and suffers exploding gradient problem.
 Swish is another self-gated activation 
function that outperforms ReLU for deep network. 
Swish is a smooth function which is bounded below 
but unbounded above. Small negative values are 
not zeroed in swish unlike ReLU. Swish enhances 
the expression of data and weight for learning.37

 Gaussian Error Linear Unit or GELU 
is the activation function that combines the 
properties of dropout, zoneout and ReLU. The 
input is multiplied either by zero or one which is 
stochastically determined and is dependent on the 
input. GELU’s non linearity is better than ReLU 
and ELU and shows better performance in many 
applications.38

 Scaled Exponential Linear Unit or SELU 
is a self-normalizing network and each layer 
preserves the mean and variance from previous 
layer. SELU can output both negative and positive 
value so the mean can be shifted both positive and 
negative in value.39 The network converges faster. 
This study uses non-linear activation functions 
ReLU, Leaky ReLU, ELU, GeLU, SeLU and Swish 
for comparative study of their hardware footprint. 
Table 1 show the mathematical equations of various 

Fig. 1. General NN structure
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Table 1. Mathematical Equations of Considered non-linear Activation Functions

Activation Function Mathematical Equation

ReLU  

Leaky ReLU  

ELU  

GeLU  

SeLU  

Swish  

Fig. 2. Plot of Various activation functions

activation functions and figure 2 shows the plot of 
these activation functions.

MaTerials and MeThods

dataset description
 The dataset comprised 142 samples 
without DSPN and 72 samples with severe DSPN. 

As lower limb muscles are affected by DSPN 
therefore the data contains EMG signals from 
three mostly affected lower limb muscles named 
as Vastus Lateralis (VL), Gastrocnemius Lateralis 
(GL) and Tibialis Anterior (TA) as shown in figure 
(3).40 Data was divided properly for training, 
validation and testing as given in table 2.
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Table 2. Details of dataset

Class Training (70%) Validation (15%) Testing (15%) Total

Non DSPN 100 21 21 142
DSPN 50 11 11 72
Total 150 32 32 214

Fig. 3. Mostly Affected Lower Limb Muscles

 Figure 4 shows the Non DSPN EMG 
signal and DSPN EMG signal collected from 
these affected lower limb muscles. Pre-processed 
imbalanced dataset was balanced using Synthetic 
Minority Oversampling Technique (SMOTE) data 
augmentation method in python.41 Feature selection 
was done using Relieff technique42 in Matlab for 
all GL, VL and TA muscles EMG data. Figure 5(a), 
5(b) and 5 (c) shows six important features selected 
from each data.
neural network design
 The study was conducted on MATLAB 
R2021a and Vivado design suite (v 2022.2) by 
Xilinx and further for hardware implementation 
Xilinx’s ZCU102 FPGA board is used.
 To evaluate the performance of activation 
functions, designed a 3 inputs, 3 layers fully 
connected neural network as shown in block 
diagram of figure 6 in MATLAB and then the model 
was freezed and ported to hardware (ZCU102) 
using Vivado design suite. Details of designed NN 
models was given in table 3.
 The inputs of the NNs are taken from the 
selected features of the lower limb muscles data 
named as GL-Enhanced mean Absolute Value, VL-
Sigma (signal entropy) and TA-Final/min, as they 
are the first important feature in respective dataset. 

Using these features, multiple NNs are designed 
using selected activation functions and then the 
models are exported to Vivado for hardware 
implementation. Figure 7 shows the step by step 
procedure for implementing a NN in hardware and 
figure 8 shows the hardware setup.
 Implementation on ZCU102 FPGA 
board is completed using Look Up Tables (LUT) 
implementation of activation function. The LUT is 
implemented by using Block memory generator in 
Vivado. Since each activation function receives an 
input that corresponds to a specific value of outputs, 
the LUT is a fast way of generating this input-
output correspondence. The LUT need a special 
memory initialization file called *.coe which was 
generated with MATLAB. Since each neuron in 
one layer uses the same LUT, this means they all 
use the same *.coe file for one type of network. 
This file populated the Block RAM memory. The 
memory addresses of the Block RAM serve as the 
input, while its addressed contents as the output. 
This file renamed with the *.coe extension. In 
Vivado, a BRAM unit is constructed using the IP 
Catalog for the Block Memory Generator then it 
is loaded with the memory initialization file. One 
“*.coe” file used at the output of all the neurons in 
that particular single layer. This process repeated 
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(a). GL Non DSPN EMG Signal (b). GL DSPN EMG Signal

(c). VL Non DSPN EMG Signal (d). VL DSPN EMG Signal

(e). TA Non DSPN EMG Signal (f). TA DSPN EMG Signal

Fig. 4. Non DSPN and DSPN EMG Signals from GL,VL and TA Muscles

for each of all other layers in the design, but each 
layer’s activation LUT must be considered and 
designed separately
 The number of bits used for representation 
of activation function affects the performance of 
design and also impacts the resource utilization in 
hardware design.43 Therefore Bit value is chosen to 

accurately represent the output with an acceptable 
loss of information. In present study for justified 
comparison between all the chosen activation 
function bit value is set to 18 for all three layers and 
memory location to 131072 and then the hardware 
simulation for NNs is performed. Table 4 shows 
the evaluation metrics for proposed study. 
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Table 3. Details of designed Neural Network

Input Layers  Activation  Total Learning  Output Layers 
(No. of Neurons) Functions Parameters (No. of Neurons)

03 Various Activation  49 01
 functions used 
 in the study

Fig. 5. (a). Six important features of GL data; (b). Six Important features of TA data; (c). Six important features of 
VL data

Fig. 6. Block Diagram of Designed Neural Network

resulTs

 Performance comparison of chosen 
activation functions is based on power dissipation, 
resource utilization and delay. Table 5 shows the 
accuracy, power dissipation and delay of designed 
NN implementation with all considered activation 
function. It shows that the device with ReLU 
activation function dissipate less power and takes 
less time than others i.e. use of ReLU activation 
function saved power  and works faster comparison 
to others.
 Table 6 shows the resource utilization 
of implemented design with various activation 
functions. It shows that device with ReLU 
activation function uses fewer resources than 
others, it means that the device with ReLU 
activation function is compact than others.

discussion

 DSPN is a growing complication for 
individuals with DM. Despite the introduction of 
various diagnostic tools, such as symptom scores, 
quantitative sensory testing, and electrophysiology, 
researchers continue to face challenges in 
effectively screening and stratifying DSPN. The 
current methods for manual grading and decision-
making by healthcare professionals are subjective, 
relying heavily on individual expertise. Addressing 
the need for a more accurate and non-invasive 
approach to detect DSPN, a portable device is 
essential that should intelligently identify DSPN, 
offering higher accuracy and robustness, and also 
acceptable by clinicians. Early detection of DSPN 
can significantly enhance the management of 
painful diabetic neuropathy, reduce the risk of foot 
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Fig. 7. Steps of Hardware implementation of NNs

Fig. 8. Hardware Setup

ulceration, amputation, and other complications 
associated with diabetes.
 ML based edge devices plays crucial role 
in point of care diagnosis of diseases in healthcare. 
Development of edge devices needs adjustment 
between software model and hardware conditions. 
As activation functions are important parameters 
for a NN design which decided the complexity 
of model and also affect the hardware parameter 
such as power consumptions, resource utilization 

and latency of device. The discussion provided 
the performance of activation functions for FPGA 
implementation and suggested that which one is 
better for hardware implementation.
 Figure 9(a) shows the utilization of 
CLB registers in percentage. It shows that ReLU 
consumes 15% and all others consumes more 
than ReLU. Fewer CLB registers utilization 
means design is resource efficient, fast, less power 
consuming and design complexity is also less. 

Figure 9(b) shows the percentage utilization of 
LUTs for various activation functions. It shows that 
NN with ReLU, Leaky ReLU and GeLU consumes 
15% and others utilised more LUTs. Figure 9(c) 
shows the BRAM percentage utilization for NNs 
with different activation functions. It shows that 
NN with ReLU activation function utilized only 
11% BRAM and all others utilized more than 
ReLU. From Figure 9(a), 9(b) and 9(c) we found 
that although for LUT utilization for ReLU, GeLU 
and Leaky ReLU are same but CLB register 
and BRAM utilization report shows that ReLU 
perform better than others. Figure 9(d) shows the 
ReLU’s time delay percentage is approximately 
5% less than all others i.e. NNs with ReLU are fast 
operating. 
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Table 4. Evaluation Metrics

S.No. Name Description

1. Accuracy Accuracy in a classification system is an important parameter and underpins 
  the reliability and effectiveness of the entire system. High accuracy ensures 
  that the system makes reliable predictions.
2. Power dissipation Edge devices are often deployed resource-constrained environments 
  where access to continuous power sources may be limited. Efficient power 
  dissipation is crucial for maximizing the operational lifespan of these devices 
  while minimizing energy consumption.
3. Time delay Time delay (latency), plays a crucial role in the performance and functionality 
  of edge devices. Edge devices are frequently utilized in applications that 
  demand real-time data processing and decision-making. A device with low 
  latency is good for real time operation. 
 Resource Utilization
1. LUT Look-Up Table (LUT) in FPGAs is a fundamental building block that provides 
  the ability to implement user-defined logic functions. Higher LUT utilization 
  implies increased complexity, whereas lower LUT utilization may suggest 
  simplicity, available resources for future expansion, and ease of design.
2. BRAM Tiles BRAM tiles in FPGAs are specialized blocks of memory that provide on-chip 
  storage for data and program variables. It offer fast and low-latency memory 
  storage directly on the FPGA chip. Designs with lower BRAM tile utilization 
  may involve less complex data storage requirements, resulting in simpler design 
  implementations and reduced memory management overhead, leave room 
  for scaling or accommodating future enhancements that may require 
  additional memory resources within the FPGA design.
3. CLB Register CLB Registers are specialized elements located within the Configurable Logic 
  Blocks (CLBs) that provide storage for data in the form of flip-flops. 
  These registers play a crucial role in holding intermediate and final results 
  during the operation of the FPGA design. Designs with higher CLB 
  register utilization may indicate a more complex and performance-critical 
  application.
4. CLB. CLBs are fundamental building blocks within the FPGA fabric that provide 
  the ability to implement a wide range of logic functions and interconnections. 
  Lower CLB utilization suggests the implementation of simpler or less complex 
  logic functions within the FPGA, possibly indicating a less 
  resource-intensive design.

Table 5. Accuracy, Power Dissipation and delay Summary for various activation function

Activation Function Accuracy (%) Power Dissipation (W) Delay (mS)

ReLU 78 4.33 20.1
Leaky ReLU 77 5.34 28.1
ELU 75 6.52 30.6
GeLU 77 5.82 27.8
SeLU 76 6.15 28.4
Swish 77 6.35 30.0
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Table 6. Resource Utilization Summary

 CLB Register  CLB  LUT  BRAM  DSP  Bonded 
 (548160) (34260) (274080) Tiles (912) (2520) IOB (328)

GeLU 1305 10759 72515 203.5 58 37
SeLU 1243 11428 77525 158.5 58 32
Swish 1237 12923 87459 240.5 58 37
ELU 1232 13042 87336 269.5 58 37
Leaky ReLU 1204 10825 71877 133 58 37
ReLU 1108 10232 70134 123 58 34

Fig. 9. (a). Percentage Utilization of CLB Registers; (b). Percentage Utilization of LUTs; (c). Percentage 
Utilization of BRAM Tiles; (d). Percentage Delay Report
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Fig. 10. (a). Time delay and power dissipation curve (b). LUT Utilization 
and Power Dissipation Curve (c). Delay and LUT utilization curve

 Figure 10 shows the power dissipation, 
LUT Utilization and time delay for different 
activation functions. Figure 10(a): As the ReLU 
activation function is computationally simple, the 
delay and power dissipation through the ReLU 
activation layer is lower as compared to layers using 
more complex activation functions. Figure 10(b) 
shows the LUT utilization and power dissipation 
in NN using different activation functions. Higher 
LUT utilization causes higher power dissipation 
as shown in graph. When more LUTs are used 
in design, it means that more logic resources are 
active, which typically consumes more power. 
However, the relationship is not strictly linear as 
shown in figure, and the power consumption may 
not only varies proportionally with LUT utilization, 
due to other factors like operating frequency and 
especially if the FPGA has to activate or deactivate 
additional routing resources or interconnects. 
The graph shows that NN with ReLU activation 
function utilized less number of LUTs and hence 
consume less power. Figure 10(c) shows the LUT 
utilization and delay respectively in FPGA design 

as the relationship between delay and Look-Up 
Table (LUT) utilization in Field-Programmable 
Gate Arrays (FPGAs) is an important consideration 
when designing FPGA circuits. As shown in figure, 
delay and LUT utilization for ReLU activation 
function is less than others. The reason is that the 
higher LUT utilization requires the FPGA to run at 
a higher clock frequency to meet timing constraints. 
Increasing the clock frequency lead to shorter clock 
periods, this in turn, reduced the amount of time 
available for logic to complete its computations, 
hence increasing the overall delay.  As NN with 
ReLU activation function utilized less number 
of LUTs therefore the delay for NN with ReLU 
activation function is less than others.
 These parameters indicate that ReLU 
activation function exhibits lower delay and 
power dissipation as compared to other activation 
functions in the neural network (NN) design and 
utilize lower LUTs than others due to the inherent 
simplicity and piecewise linearity of the ReLU 
function, which can be implemented in FPGA 
hardware efficiently.
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 Although ReLU works well in feed 
forward neural networks, selected here in this study, 
but it may not be the best choice for other NNs 
such as for Recurrent Neural Networks (RNNs) 
due to issues like vanishing gradient problem. In 
such cases variants of ReLU like the Leaky ReLU 
or Parametric ReLU are often used in RNNs to 
address these problems.44

conclusion

 Selection of proper activation function 
is crucial for hardware implementation of NN. 
In software design and testing one can get better 
accuracy with varying the activation function 
but whether or not it can implement in resource 
constrained hardware; is always a challenging 
task. If selected NN or the chosen activation 
function is more complex then it will consume 
more power, resource and perform slow. This 
study summarizes hardware requirements for 
hardware implementation of NN using FPGA 
ZCU102 board to detect DSPN, the NN with 
ReLU activation function performed better than 
others. ReLU in general utilises less resources 
in FPGA so it consumes less power and reduces 
delay in operation. ReLU activation function is a 
better choice for many NNs but it may not good 
for all tasks. In those cases variants of ReLU and 
different activation function can perform better 
than ReLU. This study is an effort towards efficient 
hardware implementation of NN Algorithms for 
edge computing. For this study the hardware 
implementation of NN for DSPN detection in 
binary class classification is taken as a target 
problem. This work summarizes the hardware 
foot print of NN with varying activation functions 
and will help researchers in proper selection of 
activation function for edge based NN. 
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