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 In digital image processing for disease categorization and detection, the introduction 
of neural networks has played a significant role. However, the need for substantial labelled 
data brings a challenge which often limits its effectiveness in pathology image interpretation. 
This study explores self-supervised learning’s potential to overcome the constraints of labelled 
data by using unlabeled or unannotated data as a learning signal. This study also focuses on 
self-supervised learning application in digital pathology where images can reach gigapixel 
sizes, requiring meticulous scrutiny. Advancements in computational medicine have introduced 
tools processing vast pathological images by encoding them into tiles. The review also explores 
cutting-edge methodologies such as contrastive learning and context restoration within the 
domain of digital pathology. The primary focus of this study centers around self-supervised 
learning techniques, specially applied to disease detection and classification in digital pathology. 
The study addresses the challenges associated with less labelled data and underscores the 
significance of self-supervised learning in extracting meaning full features from unlabelled 
pathology images. Using techniques like Longitudinal Self-supervised learning, the study 
provides a comparative study with traditional supervised learning approaches. The finding 
will contribute valuable insights and techniques by bridging the gap between digital pathology 
and machine learning communities. 

Keywords: Context restoration, Contrastive learning, Deep learning,
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 Advancements in deep learning, including 
image classification and object detection, are 
due to large and diversely labelled training data. 

Deep supervised learning requires many labelled 
data for good performance, but acquiring enough 
manually annotated data is expensive and requires 
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technical expertise. These labelling efforts can be 
time-consuming and costly.1,3 Particularly, in the 
domain of digital pathology, numerous challenges 
have been impeded including the scarcity of 
annotated data and complexity of advancement 
in image analysis required for pathology image. 
Traditionally, supervised learning relies on 
extensive annotated dataset for training. 
 To mitigate this, various methods have 
been proposed, including unsupervised, self-
supervised, and semi-supervised use of unlabelled 
or, in part, labelled data. Self-supervised learning 
is popular as it trains algorithms on data without 
needing large amounts of labelled examples. This 
makes it a promising approach for medical image 
analysis where labelled data is limited.4,6 Digital 
pathology images also present other challenges, 
the substantial image sizes and inherent variability 
in tissue appearance. The enormity of whole slide 
images reaching gigapixels coupled with intricate 
details and diverse structures in tissue samples 
complicates the interpretation and analysis of 
pathology images. 
 To tackle these challenges deep learning 
particularly CNN have been proven to tailored 
solutions. As mentioned above the advancements 
in deep learning, such as pathology image 
classification, are due to the full supervision 
of large and diverse labelled training data. 
Nevertheless, gathering enough labelled data for 
deep supervised learning needs technical know-
how, is expensive, and takes much time. The neural 
network type known as a convolutional neural 
network (CNN) is optimized for image recognition 
and processing and comprises multiple layers 
trained using backpropagation.7,9

 Figure 1 shows a CNN architecture 
with an input layer responsible for the input 
image. Then, there is the convolution layer to 
detect and learn features from the input data, 
such as images and max pooling, which is also 
used for down-streaming features. The complete 
connected layer, which serves as the final layer 
of the network, is used for transforming the high-
level into predictions. The finally the layer which 
is responsible for producing the output. Animal 
vision, which detects light in discrete patches that 
overlap with one another across the visual field, 
served as an inspiration for CNN development. 
Layers will extract higher-level attributes with 

increasing accuracy as can be explored deeper 
into the network. Creating a correlation between 
the internal representation of pixel values and 
how those values are shown in the form of a two-
dimensional matrix is a skill that CNN models are 
known to have. It works very well for data that can 
be connected to a specific area.
 Transfer learning is a machine learning 
system that lets a model qualified on one job be 
adjusted and used in another related job. It is a 
valuable approach because it can save time and 
resources by leveraging the knowledge gained from 
previously solving a similar problem.11,12

 Medical image analysis requires time-
consuming data labelling, which has led to methods 
that use unlabelled or partially labelled data to 
boost performance. Self-supervised learning, 
which assigns surrogate supervisory signals to 
unlabelled data without human annotation, is a 
promising solution for scenarios where labelled 
data is limited or expensive to obtain. This 
approach benefits from using substantial quantity 
of unnamed data, which is simpler and cheaper to 
acquire.13,16

 Digital pathology offers new opportunities 
in analysis medical image with high-quality WSIs 
of histopathology scans available. Self-supervised 
learning is popular in histopathology as it trains 
models on large amounts of unlabelled data, saving 
time and effort in manual labelling. A common 
tactic to self-supervise in histopathology is to use 
a masked language model pre-training technique, 
where the model predicts a masked region of an 
image given the rest as context. The model can then 
be fine-tuned on a labelled dataset for specific tasks 
like image segmentation or classification.17-19

 Additionally, self-learning can enhance 
the functioning of a model on a specific task by 
providing it with additional training data. For 
example, a self-supervised learning model that is 
trained on a substantial quantity of text can learn 
valuable features of the language that can then 
be used to increase the ability of the model on a 
specific processing task, for instance, sentiment 
analysis or machine conversion.20

 In contrastive self-supervised learning, 
the model is given two samples and must predict 
whether they are from the same distribution. For 
example, the model might be given two images 
and must predict whether they are both images of 
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the same object or not. To perform this, the model 
must learn to obtain meaningful elements from the 
inserted data and then use them to make accurate 
predictions.13,21,22

 Non-contrastive self-supervised learning 
trains models to perform specific tasks using input 
data, unlike contrastive self-supervised learning. 
Digital pathology and (WSIs) have opened new 
opportunities for medical image analysis. Due 
to its capacity to train deep learning models on 
substantial volumes of unlabelled data, self-
supervised learning is popular in histopathology. 
This makes it advantageous for histopathology 
images, where labelling is laborious.23,25

 Self-supervised learning is a common 
approach, using masked language model pre-
training to predict masked regions of an image. 
The model learns to identify features and patterns 
and then fine-tunes labelled data for a specific 
task like image segmentation or classification. 
One application of self-supervised learning is 
using CNNs to analyze tissue images for disease 
recognition.26

 Once trained, a CNN can automatically 
analyze new tissue images and identify any 
abnormalities or signs of disease. This could speed 
up the diagnostic process and improve its accuracy. 
Additionally, because CNNs can learn to recognize 
patterns and features that may not be obvious to 
a human observer, they could potentially identify 
diseases that a human pathologist might miss.27,28

 In the domain of digital pathology, 
different learning paradigms, including supervised 
and unsupervised approaches play critical roles. 
Table 1 provides summary of the different machine 
learning approaches used in digital pathology. 
Objective
 The purpose of this work is to thoroughly 
investigate and assess the application of self-
supervised learning methods in the field of digital 
pathology, with an emphasis on tasks involving 
disease identification and classification. In order to 
increase accuracy and efficiency in illness detection 
and classification using digital pathology images, 
the study intends to present a comprehensive 
overview of self-supervised learning approaches, 
their strengths, limits, and effectiveness. The 
purpose of this work, which involves a thorough 
review of recent studies, is to

I. Examine and classify the several self-supervised 
learning approaches used in digital pathology, such 
as contrastive learning, generative adversarial 
networks (GANs), and others.
II. Examine digital pathology applications: Review 
the literature to comprehend how self-supervised 
learning methods have been used in tasks involving 
the detection and classification of diseases in 
digital pathology. This study includes identifying 
the diseases that have been targeted and the results 
that have been obtained.
III. Evaluation of accuracy, robustness, and 
generalization: In comparison to conventional 
supervised methods, evaluate the accuracy, 
robustness, and generalization of self-supervised 
learning models across a variety of datasets and 
illness categories.
IV. Identify best practices: To provide academics 
and practitioners with useful information, identify 
the best practices, structures, and techniques for 
self-supervised learning that have demonstrated 
promise in the identification and categorization 
of diseases.
V. Bridge the gap: Provide information on how 
these cutting-edge methods can be modified and 
incorporated into real-world clinical applications 
to bridge the gap between the digital pathology 
community and the self-supervised learning 
research community.
 Other than the above listed objectives 
the study provides a substantial contribution to 
the field of digital pathology and self-supervised 
learning by identifying best practices. When it 
comes to digital pathology, this study enhances the 
accuracy and efficiency of disease detection and 
classification by providing detailed discussion on 
advanced methodologies. The significant impact of 
this study extends positively influencing medical 
communities and practitioners. Improved accuracy 
in disease detection ensures timely intervention 
contributing to patient outcomes. By achieving 
these goals and others, the paper hopes to advance 
the understanding of how cutting-edge machine-
learning methods can revolutionize disease 
diagnosis and classification through the analysis 
of digital pathology images and contribute to the 
expanding body of knowledge in self-supervised 
learning and digital pathology . 



62 Adem et al., Biomed. & Pharmacol. J,  Vol. 18(Spl.), 59-72 (2025)

Materials and MethOds

 Self-supervised learning can be applied to 
digital pathology for disease detection by training 
a model on large amounts of unlabelled pathology 
images. The model may be made to learn for 
the purpose of identifying elements and patterns 
in the images that indicate specific diseases. As 
an example, detecting abnormal cells, tissue or 
patterns (anomaly detection) using autoencoders 
and self-supervised anomaly detection techniques 
done by.29-31 Organ or tissue segmentation, which is 
Segmenting different organs or tissues in pathology 
images, is another application of self-supervised 
learning.32,33

 Additionally, self-learning can be applied 
to teach a model to identify cancerous cells in 
pathological images. The model can be taught on 
an extensive dataset of unannotated pathology 
images and then fine-tuned on a smaller dataset 
of labelled images to improve its performance in 
identifying cancerous cells. Once trained, using this 
model new images can be analyzed, and predictions 
can be made about the presence of cancer in those 
images. This could increase the precision and 
effectiveness of diagnostic processes and also 
enable the discovery of new insights in pathology 
research.34,36

  Another example of the application of 
self-supervised learning in computer-assisted 
pathology is to detect the severity of disease. 
The model can be trained on different stages of 
pathology images of the same disease and fine-
tune on labelled data to predict the severity of the 
disease in new images. This can help in making 
the diagnosis and treatment plan more accurate.37,39 
Other than this, self-supervised learning is also used 
in checking the quality of pathology images that 
will help identify images unsuitable for diagnosing 
the disease.40,43 Grading pathology and multiclass 
classification of diseases using deep learning and 
self-supervised multiclass classification is also one 
area of application of self-supervised, as indicated 
in the studies done by.44,50

 Overall, self-supervised learning can be a 
powerful tool for computers, enabling the creation 
of models that can produce precise predictions 
based on the analysis of vast amounts of data about 
the presence and severity of diseases in pathology 
images, thus improving the diagnostic process and 

enabling new insights into pathology research. 
Table 2 summarizes applications of self-supervised 
learning with the disease being applied to and the 
technique/method being used.

results

Based on longitudinal self-supervised learning
 Longitudinal SSL is a machine learning 
approach designed for scenarios involving 
untagged longitudinal data, especially in the 
context of disease forecasting. Longitudinal 
Unsupervised pre-training is a method for studying 
from untagged longitudinal data, effective when 
there is a large number of image sets from the same 
subject over time, and the desired downstream task 
(e.g., disease forecasting) changes over time.54 
Several research have been done using longitudinal 
self-supervised learning. This method is effective in 
scenarios where the data captures the progression 
of a disease over time. By continuously extracting 
meaningful features and temporal dependencies 
from untagged data. 
 Longitudinal scans can be used to train a 
CNN without labelled data. By using MRI images, 
the network can be trained with a contrastive 
loss, which is instrumental in guiding the model 
to embed similar longitudinal instances closely 
together while pushing dissimilar instances 
which means to identify scans from the same 
individual and a classification loss which plays 
a role when the self-supervised task involves 
predicting specific temporal aspects or attributes 
within the longitudinal data, in general to predict 
vertebral levels.55 Figure 2 Shows the structure of 
the LSSL Network. In which encoder networks 
are represented by orange blocks and decoder 
networks by blue blocks.56 Both encoders and 
decoders capture temporal dependencies and learn 
representation. The encoder’s role is transforming 
the input data into meaningful latent space 
representation. On the other hand, the decoder in 
tandem with encoder aiming to reconstruct the 
original input sequence. Its task is to produce an 
output that is similar to the input.57

 Contrastive learning is a machine learning 
method that learns comparable and unrelated 
information in a dataset. It can also be viewed as 
a classification method that sorts data based on 
similarity.58
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table 1. Summary of different machine learning approaches

Approach  Methodology  Limitation  Application in 
   digital pathology

Supervised  • Requires large, labeled data.  • Challenges in acquiring  • Hindered by the 
learning  extensive annotated data. scarcity of precisely 
   labeled pathology image.
Unsupervised  • Operates without labeled  • It may struggle to capture  • Limited efficiency 
learning data but may lack the ability  intricate patterns and  in cases where detailed 
 to capture meaningful  features in complex images. understanding is needed.
 representation 
Self-supervised  • Uses unlabeled or partially  • Mitigate the need for  • Especially useful 
learning labeled data, relay on  labeled data.  in overcoming 
 inherent data structure.  • Exploit unlabeled data.  challenges related 
  • Allows efficient training  to scarcity of 
  on diverse and  annotated data.
  comprehensive dataset. 

Fig. 1. Architecture of convolutional neural network10

 Medical image interpretation using trained 
ML models often outperforms specialists using 
relevant data. A self-supervised model trained 
with chest X-rays without annotations performs 
similarly to radiologists in pathology classification 
validated on external chest X-ray dataset.59, 60

 The unsupervised pre-training job’s 
objective is to investigate a representation 
that delineates the target classes in the feature 
space, ensuring that the predicted logits are very 
confidently assigned to the right class. According 
to equation (1), by lowering the negative log-
probability of the supplied predicted class 
probabilities, the NT-Xent loss function promotes 
this. The Normalized Temperature-scaled Cross 
Entropy Loss, also called the NT-Xent, is a loss 
function applied in self-supervised learning. As 
given in Equation 1, the cosine similarity, a gauge 
of how similar two vectors are, forms the basis of 
the loss function. The cosine similarity is calculated 

from two vectors, u and v, by dividing the dot 
product of the two vectors by the product of their 
magnitudes. This can be mathematically stated as 
sim (u, v) = uT v / ||u|||||v||. Then

 ...(1)
 where T indicates a temperature parameter 
and 1[k≠i]e{0,1} is an indicator function that 
evaluates to 1 iff k≠i. The final loss is calculated 
in a mini batch over all positive pairs, including (I, 
j) and (j, I).
 CS-CO is a mixed unsupervised pre-
training technique for histopathological image 
representation learning. It is a novel approach that 
distinguishes itself by integrating both generative 
discriminative and discriminative models. In 
this approach the generative model focuses on 
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table 2. Methods used for Applications of Unsupervised pre-training

Application  Disease  Method  Article 

Cancer cell  Identifying cancerous cells in  Convolutional Neural  [34], [35], [36]
identification pathology images of breast  Networks (CNN), 
 cancer Self-supervised pre-training
Disease severity  Predicting the severity of  Recurrent Neural Networks [37], [38], [39]
prediction Alzheimer’s disease in pathology   (RNN), Self-supervised 
 images of brain tissue representation learning
Organ or tissue  Segmenting different organs  U-Net, Self-supervised [32], [51], [52], [53]
segmentation or tissues in pathology   instance segmentation
 images of lungs
Anomaly  Detecting abnormal cells,  Autoencoders,  [29], [30], [31]
detection tissues or patterns in  Self-supervised 
 pathology images of liver anomaly detection
Grading of  Classifying pathology  Deep learning,  [44], [45], [46], [47]
pathology images of skin lesions as  Self-supervised 
 melanoma or non-melanoma multi-class classification
Multi-class  Classifying pathology  Deep learning,  [47], [48], [49]
classification images of skin lesions as  Self-supervised 
 melanoma or non-melanoma multi-class classification

Fig. 2. Structure of LSSL Network

generating diverse augmented views of input data 
and the discriminative model is responsible for 
comparing the augmented views and this approach 
does not require human supervision.61 It includes 
cross-stain (CS) and contrastive learning (CO) and 
uses a technique called stain vector discomposure 
to promote contrastive learning technique. This 
method is domain-specific, requires no additional 
input, and is adaptable. WSI classification, with 
only slide-level labels, becomes a multiple instance 
learning (MIL) issue.62 
 Autonomous MM detection system in the 
eyelid with minimal annotation using ResNet50 
and the PCam dataset. AUC 0.981, accuracy 90.9%, 
sensitivity 85.2%, specificity 96.3% for patch-
level categorization of ZJU-2 dataset. AUC 0.974, 

accuracy 93.8%, sensitivity 75%, specificity 100% 
for WSI-level diagnosis. Heatmap for malignancy 
likelihood for each WSI.63

 Improved self-supervised models using 
primary site data from 6000+ WSIs from TCGA. 
The self-supervised model outperforms the fully 
supervised model in detecting 3/8 pathologies 
in the external chest X-ray dataset. The SASSL 
model uses domain-adversarial training for robust 
detection across multiple tasks, datasets, and 
institutions.45, 64

 Figure 3 shows an overview contrastive 
learning method, it utilizes a consistent CNN block 
shared among image patches, in which each image 
is augmented twice. The features are taken using 
CNN and transformed into a lower dimensional 
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table 3. Techniques of self-supervised learning

Technique  Paper Dataset Accuracy

Self-supervised SSL [69] NRG Oncology 97.6%
Self-supervised SSL [57] ADNI dataset 87%
Self-supervised SSL [70] chest CT dataset 91%
Self-supervised Contrastive learning [60] PadChest test dataset 95%
Self-supervised Contrastive learning [63] PCam & ZJU-2 90.9% & 97.4%
Self-supervised Contrastive learning [45] The Cancer Genome  88%
  Atlas Program (TCGA)
Self-supervised Contrastive learning [71] NCT-CRC AUC 0.99
Self-supervised Contrastive learning [72] Bioimaging andDatabiox 94.28% and 80.44%
Self-supervised Contrastive learning [73] TCGA-CRC 0.87 of AUROC
Self-supervised discriminative learning [74] NCT-CRC-HE-100K 82.9%
Self-supervised pretext Training [75] (PPMI) 87.50%
Self-supervised  [76] TCGA AUCs of 0.97
Partial self-supervised  [77] Colorectal Adenocarcinoma  93.91
  Gland (CRAG)
Self-supervised learning [78] MoNuSeg dataset AJI of 70.63%
Self-supervised learning [79] TCGA 89%

Fig. 3. Overview of contrastive self-supervised learning

space by the MLP.  The objective of this pretraining 
is to bring together augmented image patches from 
the same source in the feature space emphasizing 
their similarity, while pushing apart image patches 
from different sources.65

Based on Generative adversarial network
 A type of learning known as “adversarial 
learning” involves putting different networks into 
competition. The Generative Adversarial Network 
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is the form in which adversarial learning is often 
applied. 
 To include semantic guidance into a GAN 
(generative adversarial network)-based framework 
for stain normalization and maintain intricate 
structural details, integrates semantic information 
between a semantic network that has already been 
trained and a network that normalizes stain colours 
at multiple levels.66 
 Equation 2, shows the generator loss, 
which can evaluate how well the generator 
network performs in providing instances that are 
representative of the actual data.67

 LG = -[log(D(G(z)))] ...(2)

where:
The generator network, or G
The discriminator network is D.
A random noise vector called z is fed into the 
generator as input.
The expectation operator is shown by E.
 Discriminator loss measures (Equation 
3) the performance of the discriminator network 
in correctly classifying the actual data and the 
produced samples, and can be represented as:

 LD = -log(D(x)) - log(1 - D(G(z))) 
...(3)

where x is actual data.
 The sum of the generator and discriminator 
losses is the overall loss function for a GAN as 
shown in the following equation, Equation 4:

 L = L_G + L_D ...(4)

 The goal is to find the Nash equilibrium 
of this minimax game, in which the discriminator 
attempts to categorize the actual and created 

samples, and the generator accurately strives to 
produce samples that are indistinguishable from 
actual data. In adversarial learning, the process 
establishes a competitive dynamic in which the 
generator seeks to produce increasingly realistic 
data to deceive the discriminator, while the 
discriminator’s goal is to improve its ability to 
identify between real and generated data.68

 Table 3 provides summary of the 
techniques used in most of the papers reviewed 
in this study, the datasets used in those articles 
and the accuracy of their findings or techniques. 
As stated in the table, using the longitudinal self-
supervised learning technique on datasets of NRG 
Oncology, ADNI dataset and chest CT dataset is 
done by.57,69,70. Using self-supervised contrastive 
learning techniques, a number of research have 
been done on different datasets and diseases some 
of them are on padChest dataset, PCam & ZJU-2, 
(TCGA), NCT-CRC, Bioimaging and Databiox, 
TCGA-CRC, INbreast and CBIS-DDSM by.71,73

 The other technique mentioned in 
this paper is the self-supervised discriminative 
technique. Many research works have been done 
using discriminative techniques, one of them done 
by.74 Using pretext learning technique which is 
also one of the self-supervised learning techniques 
several works have been done to mention some 
which is done by.75 Using partial self-supervised in 
which full self-supervision is not done,77 and full 
self-supervised learning is applied is the following 
research works.76, 78, 79

Based on Context restoration
 Context restoration is a vital concept 
in self-supervised learning, emphasizing the 
preservation of contextual information during 
training a neural network. This method is 
straightforward and operates by randomly selecting 
two distinct tiny patches from the target image and 

Fig. 4. General CNN architecture for self-supervised learning with context restoration
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then changing the context of those patches. To keep 
the intensity distribution but change the spatial 
information, repeat these steps a total of T times.80

 Figure 4 shows the generic CNN 
architecture of self-supervised learning for context 
restoration. The blue, green, and orange strides 
in the figure stand for convolutional, down-
sampling, and up-sampling units, respectively. 
CNN structures in the reconstruction phase could 
change depending on the type of ensuing work. 
Simple designs, like certain deconvolution layers 
in the second row, are recommended for further 
classification tasks. The complicated structures (1st 
row) compatible with the segmentation CNNs are 
selected for further segmentation jobs.81

 The context restoration technique 
effectively restores semantic image features and 
has broad applicability in image analysis. It is 
easy to implement and has been shown to excel 
in classifying, localizing and segmenting images, 
such as detecting scan planes in fetal ultrasound, 
localizing organs in CT, and segmenting brain 
tumors in MR images.82

Based on learning Pretext  task and 
discriminative leaning
 The term “Pretext Training” refers to the 
process of training a model for a task different 
from the one for which it will ultimately be taught 
and deployed. This Pretext Training is carried 
out before the model is put through its training. 
Because of this, Pretext Training can also be 
referred to as Pre-Training in some circles.
 Discriminative learning uses encoders to 
group similar instances and separate dissimilar ones 
by predicting anatomical placements as features, 
eliminating manual annotation. Five annotated 
subjects increased the mean Dice metric from 
0.811 to 0.852 for image segmentation compared to 
U-net. A generative model was built to expand the 
visual field and was evaluated on CAMELYON17 
and CRC datasets, outperforming self-supervised 
and pre-trained digital pathology methods.83

 Categorization of Parkinson’s disease 
(PD) involves feeding successive frames of 
preprocessed magnetic resonance imaging (MRI) 
data into the classifier module of 3D ResNet18. In 
particular, the attention mechanism is utilized in 
order to study the distinctive qualities. A regression 
task is created, as well as a self-supervised 
learning pretext task, to make training easier and 

strengthen the validity of the suggested model 
respectively. The results of the experiments show 
that the strategy that was suggested has achieved 
an accuracy of 87.50 percent when classifying 
PD, exceeding the most advanced deep learning 
systems.75

disCussiOn

 Self-supervised learning in digital 
pathology disease detection faces some current 
challenges, including:
 Limited annotated data: Digital pathology 
images are often limited in annotated data, making 
it challenging for self-supervised models to learn 
effectively.84 To solve this problem methods like 
jigsaw which was introduced to help children learn 
as a pretext.85

 Heterogeneity of tissue: Digital pathology 
images can have high variability in tissue 
appearance, texture, and structure, leading to 
difficulties in developing generalizable models.86

 High dimensional data: Digital pathology 
images can have high resolution and multiple 
channels, making them computationally intensive 
to process and requiring large amounts of memory 
and computing power.87

 Inter-observer variability: Annotating 
digital pathology images can be subject to inter-
observer variability, leading to potential annotation 
inaccuracies and affecting the performance of self-
supervised models.88

 Robustness to artefacts: Digital pathology 
images can contain various artefacts, such as 
staining variations or tissue folding, that can 
influence the functioning of self-supervised 
techniques.89, 90

 The studies have limitations, such as the 
need for a large and diverse dataset to represent a 
variety of genres, topics and the reliance on ground-
truth labels, which can be unavailable or expensive 
to acquire. Further research is needed to address 
these limitations and improve the effectiveness 
of self-supervised learning in digital pathology 
disease detection. 

COnClusiOn

 Machine learning, especially deep 
learning, needs a vast quantity of high-quality 
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labelled images for a better performance of the 
models. Based on the papers or articles reviewed, 
the availability of annotated or labelled data/images 
is a big problem or difficulty that researchers face. 
Considering self-supervised learning methods will 
alleviate the difficulty in annotated data. 
 Self-supervised learning presents a 
promising avenue for overcoming challenges in 
digital pathology, particularly in scenarios with 
limited annotated data, leveraging techniques such 
as pretext task, contrastive learning and LSSL. 
The field has witnessed advancement in disease 
detection and classification. 
 The application of self-supervised 
learning extends across different domains in digital 
pathology such as detection of abnormal cells, 
tissue segmentation and disease severity. However, 
it is not without its limitations or challenges. Issues 
like limited annotated data, tissue heterogeneity 
and others present ongoing hurdles that need 
further exploration. As the field grows addressing 
the mentioned challenges is pivotal for unlocking 
its full potential. 
 This review covers self-supervised 
learning methods, which have recently been 
done in the area of analysis of medical images, 
specifically on digital histopathology. The review 
is classified based on the categories of contrastive 
learning, Longitudinal Self-Supervised Learning, 
discriminative learning, Generative adversarial 
network, Context restoration and Learning Pretext 
Task.  
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