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 Image segmentation is a way to simplify and analyze images by separating them 
into different segments. Fuzzy c-means (FCM) is the most widely used clustering algorithm, 
as it can handle data with blurry boundaries; where points belong to multiple clusters with 
varying strengths. The segmentation performance of this method is sensitive to the initial cluster 
centers. The fact that every feature in the image contributes equally and is given equal weight 
is another issue with this algorithm. In this paper, an image segmentation technique based on 
Fuzzy C-means (FCM) method is proposed. The proposed technique uses an extended feature 
set consisting of homogeneity, CIELAB, texture and edge is used for feature extraction in order 
to enhance segmentation quality. Further, weight optimization is done to help clustering process 
leverage the strengths of each feature, while downplaying less significant ones. The subjective 
and objective performance analysis of the proposed algorithm on medical images show improved 
performance as compared to existing standard image segmentation techniques.
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 Image segmentation is the process of 
partitioning an image into different parts in the 
sets of pixels or superpixels. The segmentation is a 
crucial step for image analysis and its understanding. 
It aims to represent the image information 
in a form that is more suitable for different 
applications. Image segmentation finds a variety 
of applications such as face recognition1, object 
detection2, fingerprint recognition3, biomedical 
image processing4 and industrial applications5-8. 
Image segmentation may be broadly classified 
as threshold-based methods9, 10 region-extension 
methods11 and clustering based methods12. These 
methods have their different advantages and 
limitations. In recent years, cluster-based methods 

have become very popular because of its fast 
implementation and superior performance13.
 The Fuzzy c-means (FCM) is a popular 
data clustering algorithm for colour images 
due to its easy and fast implementation14. In 
this method, pixels can be assigned to different 
clusters; providing improved information and 
better segmentation performance15 as compared 
to hard clustering techniques such as k-means16. 
In addition, the fuzzy membership set in this 
method helps discover complex evaluation between 
samples and clusters with more accuracy. The 
limitations of FCM algorithm are its sensitivity 
to the selection of initial cluster centres17, and 
the property that different features of the image 
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contribute equally and hold same importance18, 

19. As the number of features increase in source 
images; some features hold more importance than 
others. So assigning same weights to all features 
limits the performance of image segmentation20, 21.
 The RGB components of an input image 
are shown in Fig 1. As shown in the figure, R 
channel should be better than the other channels 
within the feature of segmentation. This can also 
be true for other features and sub-features; so 
assigning same weights reduces the efficiency of 
image segmentation.
 The paper is organized in the following 
sections. The current state of research in the area 
of image segmentation is presented in section 2. 
The proposed algorithm is presented in section 
3. Section 4 describes the results and analysis. 
Conclusion is presented in section 5.
Related Work
 In recent years, a variety of image 
segmentation algorithms based on clustering 
techniques have been proposed.  An algorithm 
based on combination of modified k-means 
and Imperialistic Competitive Algorithm (ICA) 
used cluster centers to improve segmentation 
performance22.  The CSFCM method improved 
the segmentation performance by combining 
three meta-heuristics of biogeography, genetic 
and firefly23. A fuzzy model based on unsupervised 
learning combined color and Gaussian density 
into fuzzy clustering algorithm and improved 
clustering by incorporating the neighbouring 
information into the learning step24. A technique 
named A-PSO-IT2IFCM used particle swarm 
optimization (PSO) to find suitable cluster center 
and the fuzzifiers for image segmentation25. 
Other similar proposed methods tried to obtain 
required set of clusters or primary centers26-28. 
G. Silva analysed improvements in dental X-ray 
using automated teeth segmentation29. The article 
provided insights into current trends and potential 
future directions in this field by introducing a new 
dataset and benchmarking different segmentation 
techniques improve dental diagnostics efficiency 
and accuracy.
 In the past years, Multi-Objective 
Evolutionary Algorithms (MOEAs) have been 
frequently used for color image segmentation25, 

30. The purpose of these algorithms is to find 
optimal cluster centers. But these methods also 

suffer from higher computational requirements. To 
address this limitation, Kriging-assisted reference 
vector evolutionary algorithm (KREVA) based 
methods were proposed30, 31. A new deep learning 
method combined attention mechanisms and JGate 
modules into the Residual U-Net architecture 
for brain tumor segmentation32. This technique 
successfully extracted contextual information and 
minute details from brain MRI images to improve 
segmentation accuracy.
 A method combined level sets with 
Backchannel Filling Convolutional Neural 
Networks (CNNs) for segmentation of skin 
lesions in images33. Lesion boundaries were 
enhanced by delineation of by filling in missing 
or unclear regions in skin lesion images; leading 
to improvement in segmentation accuracy. A 
method combined YOLOv8 with SAM and HQ-
SAM models to achieve thorough multimodal 
segmentation in medical imaging34. While SAM and 
HQ-SAM improve segmentation by utilizing multi-
scale features and hierarchical contexts; YOLOv8 
offers accurate object detection. The combined 
method improved accuracy and robustness in the 
segmentation of complex medical images.
 An algorithm named entropy regularized 
weighted FCM (EWFCM) used an improved 
objective function using local-feature weighted 
entropy regularization method, to select the optimal 
weights for image features35. A clustering method 
proposed an objective function to use local feature 
weighting scheme for finding clusters in images36. 
A new FCM based cluster weighting and feature 
weighting method overcame limitations in existing 
methods37. In CGGFCM, a feature weighting 
technique was used to improve clustering accuracy 
and a strategy for automatic cluster weighting to 
lessen sensitivity to cluster initialization38. 
 Early detection and diagnosis of cancer 
leads to successful treatment and lower mortality 
rates. In recent years, deep learning techniques 
have been used to achieve improved performance 
in image segmentation algorithms. An algorithm 
based on improved fuzzy local information C means 
(IFF-FLICM) segmentation was successfully used 
for detection and classification of Dataset-255 brain 
tumor images39. A study used a variety of machine 
learning classification method for predicting 
cervical cancer using different risk factors. 
Based on this study and analysis of a dataset of 
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around 850 patients, a deep-learning method was 
proposed for early diagnosis and detection of 
cervical cancer40. The flowchart of the proposed 
method incorporates the collection of patient’s 
information, pre-processing step, training of model, 
threshold prediction and setting, validation, and 
final diagnosis.
 A new machine learning model and 
FCM based segmentation algorithm was used 
for classification and detection of breast cancer 
from mammogram images41. Firstly, fuzzy factor 
improved fast and robust fuzzy c means (FFI-
FRFCM) segmentation segmented the input image 
by modifying the member partition matrix of the 
FRFCM technique. Then an improved particle 
swarm optimization (PSO) was used for weight 
optimization of the ensemble extreme learning 
machine (EELM) model. The proposed method 
showed improved performance for classification 
of breast cancer images. Another algorithm for 
classification of breast cancer images introduced 
a novel hybrid DenseNet121-based ELM Model42. 
The features collected after the pooling and flatten 
layers at the first stage of the classification were 
used as input to the proposed DenseNet121-ELM 
model. The AdaGrad optimization algorithm 
was used for updating the weights of ELM. The 
performance evaluation of proposed method for 
batch size up to 128 showed improved performance 
and robustness of algorithm.
 Many techniques have been proposed 
for mitigating the limitations of sensitivity to 
equalization and equal importance of features 
issue in FCM method for image segmentation. In 
this paper, an extended set of image feature has 
been used to improve the representation of image 
information. An improved weight optimization 
method has been used to overcome the limitations 
of FCM; in the quest to improve color image 
segmentation for medical images.
Proposed Work
 The proposed image segmentation 
technique is presented in Fig. 2. Initially, important 
features are extracted from the input image; which 
are used in the clustering process. ICA is used for 
finding the optimal parameters, which then are 
used to improve CGFFCM by finding weights of 
features for feature groups. The proposed algorithm 
has been described in the following sub-sections.

Feature extraction 
 The proposed method uses an effective 
combination of image features, including texture, 
edge, local homogeneity, and CIELAB20, 43. The 
features represent the important properties of the 
images and are described as follows:
 Local homogeneity: In the context 
of image processing, it refers to the degree 
of uniformity in pixel values within a small 
neighbourhood surrounding a specific pixel. It 
quantifies the extent of constant value of image 
intensity or color in a localized area. By identifying 
regions with distinct homogeneity values (high 
for uniform areas, low for edges/textures); the 
segmentation algorithm groups distinct pixels into 
meaningful objects or regions. 
 Color: It is represented in CIELAB 
pictures (Lab*) by L*, a*, and b* values. The 
brightness scale Lightness (L)*, goes from 0 
(complete black) to 100 (white).  Value of Green-
Red (a)* changes from negative (green) to positive 
(red). The Yellow-Blue (b)* scale goes from 
positive (yellow) to negative (blue). 
 Grayscale or achromatic colors have 
values of a* = 0 and b* = 0. Distinct color zones 
within an image can be identified by analyzing 
these values for every pixel in the image. 
 Texture: This feature go beyond simple 
color gradation to depict recurring patterns in 
an image by describing how intensity or color 
varies throughout the image. This is essential for 
segmenting images, particularly when dividing 
things according to their surface textures rather 
than merely their colors. Texture enhances color 
in segmentation process. Color conveys basic 
information, while texture describes how color 
variations are arranged in space. When these 
features are combined, segmentation accuracy is 
better than, when color is used alone.
 Edges: The boundaries between objects 
or regions in an image are crucial for image 
segmentation. These often arise from significant 
changes in pixel intensity, color, or texture. 
Identifying these edges is the key to separate objects 
and achieve accurate segmentation. Extracting edge 
features can be done through various techniques 
like gradient-based methods. Sobel and Prewitt 
filters calculate the rate of intensity change 
between pixels, highlighting areas with sharp 



2664 Koundal et al., Biomed. & Pharmacol. J,  Vol. 17(4), 2661-2672 (2024)

transitions. The Laplacian operator emphasizes 
areas with substantial intensity variations, with 
edges corresponding to zero-crossing points. 
Finally, Canny edge detection combines gradient 
information to locate edges precisely while 
minimizing false detections.  While edge features 
offer advantages like simplicity, efficiency, and 
clear interpretability; these can be sensitive to noise 
and might not capture blurry boundaries or provide 
enough detail for complex textures.
Clustering method 
 The clustering-based algorithms may 
become sensitive to image artifacts if the spatial 
information is ignored. This will lead to shifting 
of the intensities values of pixels, leading to the 
situation where pixels from different clusters may 
possess similar features. Therefore cluster-based 
algorithms, look for means to suppress the adverse 
effect of noise.
 Among the two strategies; one is group-
local feature strategy, where weights are allocated 
to the group of features in a cluster. Other is 
local feature weighting strategy, in this weight is 
allocated to each feature in the group of feature. 
Both these methods are used to improve clustering 
accuracy. An algorithm based on automatic 
weighting of clusters reduced the sensitivity of the 
segmentation method and obtained improved result 
by using cluster initialization and group feature 
weighting method38. 
 In image segmentation, the different group 
of features can have different importance; so the 
advantage of group feature weighting is more 
obvious than local weighting which assigns one 
weight to all the features37. Within a group also, 
different features might be less or more important 
than the other. So assigning same weights to all the 
components will reduce the quality of segmented 
image. So, we use features and sub-features with 
more varying degree of importance in image 
clusters. The improved weighting of clusters is 
directly related to better segmentation performance. 
Further; to control the sensitivity to initial clusters, 
an effective cluster weighting technique is 
incorporated. The relative importance of features 
and sub-features is considered while selecting the 
weight of image clusters38.
Optimization 
 The clustering method is used in 
combination with the Imperialist Competitive 

Algorithm (ICA) for optimization of feature 
weighing step44. It finds optimized values of the 
weight coefficients in the segmentation method. 
Imperialist competitive algorithm (ICA) is a 
classic evolutionary optimization technique 
which incorporates the general political and 
social behaviour of imperialist countries in an 
attempt to dominate weaker countries44. In past 
few years, various algorithms based on ICA and its 
improved versions have been proposed; which have 
successful solved several practical optimization 
methods. Another advantage of ICA is its higher 
convergence rate as compared to other evolutionary 
optimization algorithms; delivering significant 
results in less time45. The Optimization procedure 
involving integration of ICA with FCM clustering 
can be described in following steps:
Initial Population and Weight Coefficient 
Ranges
 Population Initialization: Generate a 
random initial population of solutions, where each 
country Vi represents a weight vector [v

1
, v

2
, v

3
] for 

three feature groups.
 Weight Constraints: Set weight range 
to [0.1, 0.8] to ensure participation of all groups, 
preventing any feature from being entirely 
excluded in initial clustering.
Objective Function Evaluation
 Run FCM clustering for each country 
and calculate the objective function value based 
on clustering performance; reflects how well the 
weights align with optimal feature grouping.
Imperialist Selection
 Selecting Imperialists: Rank countries 
based on objective function values and select 
the best-performing solutions as imperialists; the 
remaining become colonies.
 Empire Configuration: Experiment with 
different numbers of initial imperialists N

imp
 = 

[10,20] to find the best structure for the clustering 
task.
Colony Allocation Based on Imperialist Power
 Assigning Colonies: Allocate colonies to 
imperialists based on their power, calculated using 
cost differences and normalized to determine each 
imperialist’s control proportionally as per eq 1 and 
eq 2. The values are rounded for the final number 
of colonies per empire.

 ...(1)
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 ...(2)
Assimilation - Moving Colonies Toward 
Imperialists
 Cultural Assimilation: Shift colonies 
incrementally towards their imperialists, with 
movement influenced by a random variable a and 
an angle q for directional diversity.
Exploration Parameters: Set b = 2 for balanced 
convergence and g = p/4 to encourage exploration 
in multiple directions.
Update Colony Costs and Improvement Check
 Recompute colony costs after movement. 
If a colony’s cost surpasses its imperialist’s, 
they swap positions, enhancing the empire with 
potential improvements.
Calculate Total Empire Cost
 Empire Cost Calculation: Compute each 
empire’s total cost TCn, combining the imperialist’s 
cost and an averaged colony cost.
 Weight Coefficient: Set attenuation 
coefficient ξ=0.1 to balance emphasis on imperialist 
vs. colony contributions, reinforcing high-quality 
solutions.
Inter-Empire Competition for Colonies
 Competitive Redistribution: Weaker 
empires lose colonies to stronger ones based on 
normalized total costs and possession probabilities.
 Roulette Selection: A roulette wheel 
mechanism selects winning empires, promoting 
dynamic growth of powerful empires and 
reallocation of resources.
Empire Elimination
 Remove empires with no colonies left, and 

merge remaining imperialists into stronger empires, 
preserving potentially viable solutions.
Termination and Resulting Clusters
 The algorithm stops when a single empire 
remains, marking the most dominant clustering 
solution.
Final Clustering Output
 The remaining empire’s colonies represent 
the final clusters, with each colony position 
corresponding to feature weights optimized for 
FCM clustering. Evaluate clusters with benchmark 
datasets for segmentation quality.

RESUlTS And dISCUSSIOn 

 To demonstrate the performance of 
proposed segmentation method, a set of medical 
images have been taken from a variety of 
environments. The images are taken from Berkley 
image dataset, The BRATS 2016 skin lesion 
challenge datasets, including color images having 
balanced and imbalanced regions. To evaluate 
the generalizability of the proposed method, test 
images Cystoid fluid image and Kvasir image have 
been taken respectively from OPTIMA 13 dataset 
and Kvasir SEG dataset. Cystoid fluid refers to 
fluid that accumulates within cyst-like spaces, often 
in the retina or other tissues. Kvasir is a medical 
image dataset, particularly useful for researchers 
working on computer-aided diagnosis systems 
in gastroenterology. The segmentation methods 
are implemented using MATLAB R2018b, and 
results of the proposed segmentation method 
are compared with existing standard methods 
JGate-AttResUNet32, New fuzzy c-means18, 

Fig. 1. Color components of RGB image (a) Input image, (b) Component R, (c) Component G, and (d) 
Component B
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Fig. 2. Block diagram of the proposed approach

Fig. 3. Local homogeneity features (a) Input image (b) Component H (c) Component S (d) Component V

Automatic segmenting37, and CGFFCM38. The 
objectively evaluation of these methods is 
performed using performance metrics Normalized 

Mutual Information (NMI), Accuracy, and F-score. 
The performance metrics are described as follows:
 Normalized Mutual Information (NMI): 
Instead of focusing on individual pixels, NMI 
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Fig. 4. Color features from CIELAB colour channels (a) Input image (b) Component L (c) Component A (d) 
Component B

Fig. 5. Texture feature component (a) Input image (b) 
Output of Gabor filter

Fig. 6. Edge feature component (a) Input image (b) 
Edge component

considers both the number of segments (quantity) 
and their arrangement (spatial distribution) in the 
image to observe segmentation performance.
 Accuracy: It is defined as the number of 
clustered pixels divided by the total number of 
pixels. It measures the degree of similarity between 
the segmentation result and the given ground truth.
 F-score: This metric calculates the 
harmonic mean of recall and precision values. This 
metric is effective in evaluation of imbalanced 
color regions in the image. 
Subjective performance evaluation
 For subjective evaluation, the results 
of proposed segmentation method and existing 
methods are shown in Fig. 7 and Fig 8. The results 
for images named MRI-1, MRI-2, Teeth, skin lesion, 
buffalo, and bird are different rows in Fig. 7. The 
segmentation results of Cystoid fluid and Kvasir 
images are shown in Fig 8. It is observed that 
results obtained by proposed method are sharper 

with clear cut boundaries. It can be attributed to 
enhanced feature set which has a direct impact 
on the segmentation results. It is observed that 
proposed algorithm performs better than the 
existing standard methods.
Objective performance evaluation
 For objective performance evaluation, 
the results of proposed method are compared with 
existing clustering-based segmentation techniques 
JGate-AttResUNet32, New fuzzy C-means18, and 
CGFFCM38 using metrics Accuracy, Normalized 
Mutual Information (NMI), and F1-Score. The 
results for different images are shown in Table 1. 
 From Table 1, it can be observed that 
proposed method provides best value of most of 
the metrics. The superior performance of proposed 
method can be attributed to enhanced feature set 
and use of optimal weights of groups and sub 
features in the proposed group feature weighting 
method. So it be concluded that for medical 
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Fig. 7. Segmentation results obtained using the CIELAB space for (a) Input image, (b) JGate-AttResUNet32 (c) 
Automatic segmenting37 (d) CGFFCM38 (e) Proposed method.

images, the proposed method delivers improved 
segmentation performance as compared to existing 
techniques. 
 The propose algorithm provides improved 
performance due to improved feature extraction 
and optimizations steps. Computational time of 
proposed segmentation is compared with other 
segmentation methods in Table 2. It is observed 
that computational time of proposed algorithm 
is around 15% higher than CGFFCM. As the 

processing capabilities are improving, the higher 
computational cost can be accepted for improved 
performance for most of the segmentation 
applications, although this can limit the real-time 
applications of proposed algorithm.
 Further, like other FCM-based methods, 
the proposed method’s dependence on local feature 
information and pixel intensities can make it 
difficult to maintain performance for noisy images; 
as noise can distort the clustering process and lead 
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Fig. 8. Segmentation results of Cystoid fluid and Kvasir images (a) Input image, (b) JGate-AttResUNet32 (c) 
CGFFCM38 (d) Proposed method.

Table 1. Objective performance evaluation of proposed method

Images Metric CNN&  JGate-Att New fuzzy  CGFFCM38 Proposed 
  level sets33 ResUNet32 C-means18  method

MRI-1 Accuracy 83.08 83.72 95.91 99.59 98.478
 NMI 45.09 45.29 77.57 88.62 95.524
 F1-Score - 71.14 96.9 99.78 93.9212
MRI-2 Accuracy 93.51 93.85 94.65 96.52 96.7
 NMI 76.74 76.02 78.86 83.21 95.98
 F1-Score - 70.16 90.97 95.89 89.42
Teeth Accuracy 98.83 - 99.12 99.46 99.25
 NMI 74.81 - 81.26 87.19 99.56
 F1-Score - - 92.92 95.6 92.67
Skin lesion Accuracy - - 73.85 96.43 96.8
 NMI - - 77.48 93.77 94.36
 F1-Score - - - 86.26 87.6
Buffalo Accuracy - 92.92 98.71 99.68 99.7
 NMI - 77.02 74.23 91.66 99.858
 F1-Score - 83.8 88.63 97.37 97.07
Bird Accuracy 99.18 99.27 96.12 99.59 99.61
 NMI 81.22 88.24 31.32 88.62 96.4
 F1-Score - 77.96 97.98 99.78 95.68
Cystoid fluid Accuracy - 91.42 - 97.34 98.14
 NMI - 87.35 - 93.21 96.15
 F1-Score - 76.8 - 96.11 95.66
Kvasir Accuracy - 92.22 - 97.81 97.13
 NMI - 87.92 - 89.71 95.32
 F1-Score - 78.46 - 98.08 96.22
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Table 2. Average Computational time (seconds) of segmentation methods

CNN& level  JGate-Att New fuzzy  CGFFCM38 Proposed 
sets33 ResUNet32 C-means18  method

25.23 29.19 24.67 24.93 28.71

to inaccurate segmentation. These effects can be 
controlled to some extent by pre-processing the 
source images before segmentation process.

COnClUSIOn

 In this paper, a medical segmentation 
technique based on group feature weighting and 
cluster weighing scheme is proposed. Feature 
extraction is done using Homogeneity, CIELAB, 
texture and edge. The clustering step is used 
with Imperialist Competitive Algorithm for 
feature weight optimization. The segmentation 
performance of the proposed method is compared 
with existing algorithm in subjective and objective 
evaluations on medical images using a variety of 
parameters. Through performance evaluation, it 
is established that proposed algorithm provides 
superior segmentation performance as compared 
with existing techniques.
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