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 This research work is motivated by a need to focus on computational biodiversity 
studies, to contribute towards research in maintaining the ecological balance of the earth. 
The field of computational biodiversity can leverage current advents in image processing and 
machine learning algorithms. This paper gives information on how to develop a pipeline of 
algorithms that can support biodiversity studies. The process of manual identification of algae in 
water bodies is tedious and laborious, and highly dependent on experts. The work demonstrated 
here provides methods to resolve this problem by automating the process. A hybrid algorithm 
that uses pixel clustering and Kirsch filter for extracting the bodies of microbes from images has 
been developed with high accuracy. For the  automatic identification process, extensive study 
is done on comparing  Classification and Regression Trees (CART), K-nearest- neighborhood, 
Gaussian Naive Bayes, Linear Regression, Linear discriminant analysis and Support vector 
classifier (SVC) methods. This study shows that CART algorithm is the most stable and consistent 
performer which is evident from the values of recall, precision, and accuracy. The SVC algorithm 
was second in performance.
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 There has been a rapid development of 
methods aimed at detecting microorganisms1. It is 
a well-established fact that these microorganisms 
are indicators of human health2. Algae communities 
exemplify many indicators of ecological balance3. 
The study of their diversity can give hints about the 
water quality, nutritional level of the water body 
and concentration of pollutants. Algae are ideally 
suited for health assessment because the chemical 
and physical properties of the water bodies may 
help in understanding the levels of pollution in the 
water, but would fail to give an assessment of the 

anthropogenic stress under which the biodiversity 
is going through. There are many studies focusing 
on the harmful algal blooms that happen due to 
human activities and due to changes in ecological 
balances4.  Due to these concerns, the golden 
standard to study such problems is to start with the 
identification of microorganisms that are causing 
ecological imbalance5. The identification typically 
begins with enumeration of microorganisms under 
microscope, and identification using an expert in 
the field. Many scholars 67have developed methods 
and procedures on how to measure the quality of 
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water based on the types of microorganisms it 
contains, especially in the context of drinking water 
for classifying the percentage of microorganisms 
that are contained in the water.
 The domain of computational biodiversity 
comes under the purview of computational biology 
or bioinformatics8. The main challenge here is 
the difficulty felt by the researchers in defining 
the expanse of the study area.  The biodiversity 
studies can be done on any scale9. It can be done 
in an area as small as a compost pit, and as big 
as a tropical rainforest. The shape, color and 
habitat differences make the process of computing 
biodiversity interesting but challenging, and need 
the expert help of taxonomists10. It is even harder to 
automate the process initially because each species 
may require a different computational algorithm 
for segmenting it from the microscopic slides 11. 
If the segmentation of the region of interest (ROI) 
is not accurate enough, then the machine learning 
algorithms will be fed with noisy data leading to 
less robust automation12. If similar shape features 
are going to be used, there is a high possibility 
that the characteristics will have a high degree 
of correlation1314. This can lead to unnecessary 
information overload. Moreover, another issue is 
collection, segregation, grading and segmentation 
of images. During segmentation, removing noise 
and artifacts is a big challenge. This process can 
be improved by employing methods that can create 
clean and clear slides15.
 The outcome of a biodiversity study is 
greatly impacted by the quality of sampling and 
measurements taken by the sample collector 3. If 
the collection of the samples is not done as per 
the protocols and guidelines, the outcome of the 
process may lead to incorrect statistical results. 
The collected data of microorganisms may not be 
“balanced” 16. In simple words, the dataset may not 
have an equal proportion of information of all the 
species under study.
 In this research work, the focus is to 
reduce the workload of taxonomists by automating 
the process of identification of algae.The focus 
of the study will be two water bodies located in 
Chandigarh, an urban area, where deterioration of 
their health is a concern for scientific communities 
1718.This study investigates the feasibility of 
the different image segmentation methods and 
machine learning models to automate the process of 

identification of algae. Hence, we intend to resolve 
the two main problems that previous algorithms 
have been facing in the context of building an 
automated system of identification. The first 
problem is about the issue of collinearity and the 
second issue is the problem of having an unequal 
proposition of class wise data pointsi.e.unbalanced 
dataset 16. Hence, to solve these two main issues 
this work has been undertaken to construct a 
generic segmentation algorithm for segmenting 
bodies of at least ten algae species by using its 
shape characteristics. Many previous algorithms 
have been using color, texture or features that are 
based on characteristics of pixels of the images 
and a limited attempt has been made to map the 
shapes of the algae with machine learning features. 
In addition, there is limited work done to handle 
the problem of unbalanced datasets that can lead 
to bias and sub-optimal outcomes of the machine 
learning algorithms. Hence, in the proposed work 
an attempt is made to handle the imbalanced dataset 
automatically so that the overhead remains low. 
Many authorsgive evidence that logistic Regression 
(LR) and Decision Tree (DT) based classifiers 
undergo a problem of collinearity192021, which leads 
to over fitting. There is a need to make algorithms 
learn faster, and to reduce the high degree of bias in 
performances. Hence, the need for hyper-parameter 
fine-tuning and optimization of the classifiers is 
essential in the current context. This is primarily 
done with the help of feature engineering and 
using cross-validation methods222324. Fine-tuning 
of machine learning algorithms is proposed in 
order to automatically remove the variables that 
have similar coefficients due to high correlation 
in order to remove the duplication of information 
and unnecessary load on the machine learning 
algorithms25. The work however, will be limited 
to the identification of algae species. The process 
starts with the collection of water samples from the 
water bodies, followed by development of whole 
mounted (WM) slides. The next steps include 
evaluation, optimization, pipelining of image 
processing with machine learning algorithms for 
constructing algorithms of algae identification 
and classification. The outcome will be a fine-
tuned framework of algorithms that will be able to 
solve the problem ofthe unbalanced datasets and 
collinearity automatically.
 The paper is organized in multiple 
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sections. The first and second section gives 
information on materials and methodology used 
in this research work. Methodology section has 
three sub parts. The first subpart discusses the 
image processing operations, the second subpart 
discusses about how the segmented images are 
subjected to feature extraction, and the description 
of the features dataset is also given. The third 
subpart gives information on Correlation based 
feature analysis. Next section gives outcomes 
and results of the work done till now. The results 
section is followed with the discussion on it. After 
the discussion, validation of the outcomes is given.  
A comparative view of the current work with other 
author’s work is also given. The paper is finally 
concluded. 

Material

 This section gives information on the 
collection of water samples, preparation of 
microscopic slides and finally generating the data 
set that will be used for training machine learning 
algorithms.
Sample collection and data set characteristics 
(Primary Collection)
 The water sampling has been done at the 
littoral zones of Sukhna and Dhanas lakes, India i.e. 
collection from the surface water near the banks.  
Both of these lakes have small ephemeral ponds 
around their periphery and certain parts of the lake 
can be termed as bogs. Sampling from these areas 
was also done.  Sukhna Lake is a water reservoir of 
Shivalik foothills, fed by rain along with seasonal 
streams. A catchment area is developed to avoid 
direct silting of the Sukhna Lake. Therefore, an 
area close to 25 square kilometers is covered with 
vegetation to act as a catchment area. Dhanas Lake 
is another man-made water body and is smaller 
in size as compared to Sukhna Lake. Visually, it 
can be observed that Dhanas Lake has a higher 
concentration of nutrition or pollutants as compared 
to Sukhna. This can be attributed to the greenish 
color of the water. For our study, about ten water 
sample collection points have been identified 
for each lake. The dataset consists of images 
for 10 different algae species, identified with 
help of reference manuals and experts. The slide 
preparation was done using a technique in which 
organic solvents (xylene and benzyl alcohol/benzyl 

benzoate (BABB)) were used as a diluting agent, 
which improved light penetration and transparency 
of the microorganisms while preparing a fully 
mounted slide. The slides were captured using a 
microscope at magnification levels of 4x and 10x. 
Three thousand slides were made, but out of those 
620 images qualified as useful images. The reason 
for using the completely mounted images is that 
the images will have the least amount of noise for 
our research work. 

Methodology

 This section gives information on all the 
steps taken to overcome the challenge of doing 
manual identification with help of image processing 
and machine learning. For better understanding of 
the flow of research work, Figure 1 can be referred.
image Processing and Segmentation
 The image processing consists of two 
steps. In this first step the gray scale images of 
the microbes are subjected to the pixel clustering. 
This removes unwanted pixels from the image. In 
this second step, boundaries of the microbes are 
extracted. 
 For segmenting microbes from the 
images, Global Thresholding methods 26 are 
applied to collect and group the pixels that have 
intensity greater than threshold, found by automatic 
thresholding methods. Two types of methods were 
compared viz, Isodata27 and Otsu 28. In the Otsu 
method, the process of pixel clustering reduces 
the combined spread (intra-class) and increases the 
inter-class spread. An exhaustive searching method 
identifies a threshold automatically to minimize 
the weighted sum of variances of the two classes. 
In the Isodata method, the algorithm first assigns 
an arbitrary initial cluster vector and then starts 
collecting similar pixels. This continues until a 
change in intensity occurs. It continues to do pixel 
clustering based on merging groups using target 
threshold value and splitting based on the change 
in standard deviation.  It was found that the Otsu 
method works well in the context of our problem. 
It helps to repair and recover some of the pixels 
that were lost due to the application of filters and 
makes the boundaries structurally aligned. This 
is evident from the accuracy metric (Intersection 
over union29)values computed to evaluate these 
algorithms as shown in Table 1.
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 It can be observed that in each evaluation 
run of different sample sizes, Otsu method scores 
higher in terms of accuracy. The segmentation 
output can be observed fromTable 2. To maintain 
brevityof the research work, partial results 
are shown. The table shows the output of two 
steps executed in each class of algae. The Otsu 
method automatically computed the threshold 
for each microbe that resulted in highly accurate 
segmentation of the boundaries of the microbes. 
In the next step, Kirsch Filter 30 is applied to the 
output images obtained from Otsu method in 
order to extract the boundaries of the microbes.
The role of preprocessing steps such as contrast 
enhancement also helped to achieve excellent 
quality of segmented images. The images are 
then subjected to morphological /shape feature 
extraction process to build the automated process 
of identification. The next section discusses this 
aspect.
Classifiers for automation
 In this section, the explanation regarding 
the automatic classification of algae is given.  The 
section begins with the features that will be used 

for the identification and classification of different 
algae. There are ten algae species involved in this 
research work,viz., Chlamydomonas, Cladophora, 
Nostoc, Oedogonium, Oscillatoria, Pithophora, 
Spirogyra, Ulothrix, Vaucheria, and Volvox. The 
data characteristics of the algae dataset shows that 
Volvox has a maximum proportion of data instances 
as compared to others. In simple words, it is a clear 
case of an unbalanced dataset.
 The next section gives information on 
how the features were selected with the help of 
correlation. For a better understanding of the 
process, Figure 1 can be referred, which shows 
the steps to evaluate and validate the different 
machine learning models. It is also noteworthy here 
that the choice of the machine learning algorithms 
for the said purpose is based on the nature of the 
feature dataset and the problems it embodies. The 
preliminary examination of the feature dataset 
shows that the dataset suffers from a high level of 
collinearity, although each feature is non-linear in 
nature.  
Feature Dataset Characteristics
 In the context of the problem undertaken 

Fig. 1. Flow of Proposed work
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table 1. Accuracy of Clustering Algorithms

Algorithm  Random Sample Size  Average IoU 
 20 40 60 Accuracy

Otsu 17/20 =0.85 38/40 =  0.95 55/60 =0.92 0.91
Isodata 15/20 = 0.75 33/40 = 0.82 50/60 = 0.83 0.80

table 2. Segmentation Output

here, the image(s) is considered as a matrix 
from which features or the characteristics of the 
microorganisms are extracted and subjected to 
machine learning algorithms. From the descriptive 
statistics of the feature dataset, it was clear that 
microorganism Volvox has the highest number of 
feature rows and microorganism Chlamydomonas 
has the lowest number of feature rows. Hence, it 
is an unbalanced dataset.  To overcome this issue, 
either resampling needs to be done to balance the 

number of instances, or there is a need to select a 
machine-learning algorithm that can take care of 
the unbalanced dataset.  For this reason, we shall 
proceed to do evaluation of multiple types of 
algorithms so that we find an appropriate algorithm 
by doing hyper-tuning of the algorithms. The 
next step, however, is feature extraction from the 
images. For this, twenty-five features that describe 
the shape of microbes were selected. Features 
such as area (filled and convex) , bounding box , 

perimeter, and centroid can give an idea about the 
shape , size of the microorganism as well as the 
position of the object in the vector space model31. 
Features such as equidistant and radii length can 
provide information between the various parts of 
the algae.  The values of minor and major axes 
and orientation (tan angle) gives information about 
the direction and inclination in which the object 
geometrically is32. Features such as Convex Hull 
gives triangulated information about the shape, 
size, and volume of the algae. The eccentricity 
feature can help to measure the roundness of the 
algae object, which again gives indication about 
the morphology of objects33. The feature Extrema 
is defined as a point, where the value of a number 
is the largest or smallest in computational space. 
Thefeature Extend is computed as the ratio of the 
pixel area of a region with respect to the bounding 
box area of an object.  Solidity is calculated by 
dividing the feature area with the convex area34. 
The feature Euler number is a value that can be 
obtained after the subtraction of a number of holes 
in an image from the total objects in an image.
Feature Correlation Analysis
 Theoretically, adding more features 
should help in improving the ‘discriminate 
power’ of the dataset. But this is not always true, 
especially when the features have some degree 
of associative relationships among themselves. 
There is a need to eliminate features that add 
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table 3. Features as per Correlation Threshold 

Correlation  Threshold   Features 

High  0.95  ‘BoundingBox1’, ‘ConvexHull1’, ‘ConvexHull2’, ‘ConvexHull3’, 
  ‘ConvexHull4’, ‘Centroid1’, ‘Centroid2’ 
Correlation  0.90  ‘BoundingBox1’, ‘ConvexHull1’, ‘ConvexHull2’, ‘ConvexHull3’, 
  ‘ConvexHull4’, ‘MajorAxisLength’, ‘Centroid1’, ‘Centroid2’, ‘Area’ 
Medium   0.85  ‘Extent’, ‘BoundingBox1’, ‘ConvexHull1’, ‘ConvexHull2’, 
Positive     ‘ConvexHull3’, ‘ConvexHull4’, ‘MajorAxisLength’, ‘Perimeter’, 
Correlation  ‘ConvexArea’, ‘Centroid1’, ‘Centroid2’, ‘Area’ 
Low  Less than 0.85   ‘Solidity’, ‘Eccentricity’, ‘EquivDiameter’, ‘Extrema’, ‘FilledArea’,
Positive   and greater than 0.5 ‘Orientation’, ‘EulerNumber’, ‘BoundingBox2’, ‘BoundingBox3’, 
Correlation   ‘BoundingBox4’, ‘MinorAxisLength’, ‘raddi’
Very  Less than 0.5 to 0   ‘Solidity’, ‘Eccentricity’, ‘EquivDiameter’, ‘Extrema’, ‘Orientation’,  
Low   ‘BoundingBox2’  ‘microorganism code’
Correlation 
Negative / Less than 0.001  Solidity
Neutral  
Correlation 

table 4. Machine Model Selection Criteria 

S.No Classifier Category [54][55][56] Algorithm 

1 Probability-based   Gaussian Naïve Bayes  (GNB)
2 Distance-Based K-Nearest  Neighbor (KNN)
3 Tree-Based  Decision Tree (CART)   
4 Kernel Trick  Based Support Vector Classifier/Machine  (SVC/M)
5 Regression  Based   Logistic Regression (LR), Linear Discriminant Analysis (LDA)

overhead rather than adding discriminate power. 
Correlation is one of the reliable methods to 
eliminate irrelevant features, especially when the 
correlation among the attributes is complex and 
high in nature. Correlation and covariance are the 
two main ways based on which the selection of 
the features is done. Methods such as t-test, p-test, 
and chi-square methods would yield similar results 
as correlation35.Hence, correlation was chosen as 
criteria for selecting features. The correlation can 
be computed using Pearson correlation formulaas 
shown in Equation (1).

 
...(1)

where
N      = number of pairs of scores.
Sxy  = sum of the products of paired scores.
Sx    = sum of x scores.
Sy    = sum of y scores.
Sx2   = sum of squared of x scores.

Sy2   = sum of squared of y scores.
 The machine learning algorithms were 
subjected with different sets of features. The 
sets of features were made with respect to three 
threshold values (0.85, 0.90, and 0.90).  From 
Table 3, it can be observed that as the correlation 
threshold value decreases, the number of features 
to be dropped increases. At the threshold value of 
0.95, the number of features dropped is seven for 
the construction of machine learning since they 
have a high degree of collinearity. At the threshold 
value of 0.90, two additional features (‘Major_ 
Axis_ Length’, ‘Area’)   need to be eliminated 
from the last set of selected features.  Finally, 
at the correlation threshold 0.85, the number of 
features that are finally selected are 13.Equipped 
with these facts,six classification algorithms were 
further investigated for their performance. 
 The selection of six algorithms is based 
on the facts collected from literature survey and 
secondly, it is based on the logic that there is a 
need to evaluate at least one type of algorithm from 
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table 5. Evaluation of GNB,KNN and LDA at different levels of correlation threshold

Algorithm Model  Threshold Features Accuracy Recall  Precision F1-score 
 Number  Selected

GNB 1 0.30 5 0.25 0.12 0.25 0.16
GNB 2 0.40 6 0.29 0.26 0.3 0.25
GNB 3 0.45 6 0.29 0.26 0.3 0.25
GNB 4 0.50 7 0.36 0.35 0.37 0.34
GNB 5 0.60 8 0.37 0.37 0.37 0.35
GNB 6 0.70 8 0.35 0.37 0.37 0.35
GNB 7 0.80 12 0.19 0.33 0.19 0.15
GNB 8 0.85 13 0.22 0.22 0.33 0.17
GNB 9 0.90 16 0.16 0.16 0.38 0.12
GNB 10 0.95 18 0.14 0.14 0.34 0.1
LDA  11 0.30 5 0.24 0.12 0.25 0.16
LDA  12 0.40 6 0.38 0.37 0.38 0.35
LDA  13 0.45 6 0.34 0.32 0.35 0.31
LDA  14 0.50 7 0.35 0.31 0.35 0.31
LDA  15 0.60 8 0.34 0.32 0.35 0.31
LDA  16 0.70 8 0.34 0.32 0.35 0.31
LDA  17 0.80 12 0.38 0.37 0.38 0.35
LDA  18 0.85 13 0.40 0.4 0.4 0.37
LDA  19 0.90 16 0.40 0.4 0.38 0.38
LDA  20 0.95 18 0.41 0.41 0.4 0.39
KNN 21 0.30 5 0.91 0.91 0.91 0.9
KNN 22 0.40 6 0.91 0.91 0.91 0.9
KNN 23 0.45 6 0.90 0.91 0.91 0.901
KNN 24 0.50 7 0.90 0.91 0.91 0.901
KNN 25 0.60 8 0.91 0.91 0.91 0.9
KNN 26 0.70 8 0.91 0.91 0.91 0.91
KNN 27 0.80 12 0.89 0.9 0.901 0.901
KNN 28 0.85 13 0.90 0.9 0.9 0.90
KNN 29 0.90 16 0.91 0.91 0.91 0.91
KNN 30 0.95 18 0.91 0.91 0.91 0.91
LR 31 0.30 5 0.24 0.12 0.25 0.15
LR 32 0.40 6 0.29 0.22 0.3 0.23
LR 33 0.45 6 0.29 0.22 0.3 0.23
LR 34 0.50 7 0.36 0.33 0.36 0.31
LR 35 0.60 8 0.36 0.33 0.36 0.31
LR 36 0.70 8 0.35 0.3 0.35 0.3
LR 37 0.80 12 0.36 0.3 0.35 0.35
LR 38 0.85 13 0.37 0.37 0.34 0.32
LR 39 0.90 16 0.38 0.38 0.36 0.34
LR 40 0.95 18 0.39 0.39 0.38 0.35

different categories of algorithms [Table 4]. 
 The best performer will be the classifier 
that handles unbalanced dataset and collinearity 
with consistently accurate results over multiple 
validations runs.  

reSultS  

 The objective was to find an optimized 

algorithm that can be used for classification of ten 
algae species with minimum number of features and 
overhead. All the algorithms were given features 
set at 0.85, 90 and 0.95. When the correlation 
threshold was 0.85, 12 features were dropped and 
evaluation demonstrated that the CART algorithm 
has maximum accuracy of 0.98 and SVC had an 
accuracy of 0.85. Also, a difference of 1 percent 
can be seen in favor of CART when recall and 
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table 6. Comparative Analysis (SVC & CART)

Algorithm Model     Threshold Features Accuracy Recall Precision F1-score
 Number  Selected

SVC 41 0.30 5 0.84 0.79 0.90 0.86
SVC 42 0.40 6 0.84 0.79 0.90 0.86
SVC 43 0.45 6 0.84 0.79 0.90 0.86
SVC 44 0.50 7 0.842 0.81 0.91 0.86
SVC 45 0.60 8 0.8425 0.80 0.92 0.86
SVC 46 0.70 8 0.8428 0.85 0.94 0.89
SVC 47 0.80 12 0.8428 0.88 0.86 0.87
SVC 48 0.85 13 0.85 0.97 0.98 0.98
SVC 49 0.90 16 0.901 0.97 0.98 0.98
SVC 50 0.95 18 0.95 0.97 0.98 0.98
CART 51 0.30 5 0.9321 0.95 0.84 0.91
CART 52 0.40 6 0.9333 0.90 0.92 0.91
CART 53 0.45 6 0.96 0.98 0.98 0.98
CART 54 0.50 7 0.96 0.98 0.98 0.98
CART 55 0.60 8 0.97 0.98 0.98 0.98
CART 56 0.70 8 0.97 0.98 0.98 0.98
CART 57 0.80 12 0.97 0.98 0.98 0.98
CART 58 0.85 13 0.98 0.98 0.98 0.99
CART 59 0.90 16 0.98 0.98 0.98 0.99
CART 60 0.95 18 0.98 0.98 0.98 0.99

Fig. 2. 10-Fold Validation

F1- score values are checked. Algorithms such as 
GNB, LR, and LDA perform poorly in terms of 
all evaluation parameters. The recall value of the 
CART is 0.98 and KNN is 0.90, hence it lags by 
0.08 points. The F-score of CART is 0.99 which is 
close to the ideal value of 1.  F-score is a weighted 
average of recall and precision metrics, hence it 
clearly shows that both SVC and CART are able to 
find a good trade-off between recall and precision 
values. This may be attributed to the fact that in 

the case of SVC, all the data is transformed into 
a linear form. At the correlation threshold value 
of 0.90, only 16 variables were required to be 
accounted for in machine learning modeling.  The 
outcomes of this series shows that CART has the 
highest value of F1 score and SVC has a value 
close to 0.98. Based on this fact, it can be inferred 
that the CART classifier is stable in terms of recall 
and precision.At this level of correlation threshold, 
by adding three  more shape features, the accuracy 
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level of the SVC (0.90) increases, whereas in case 
of CART it remains stable (0.98). It is clear that 
the performance of CART is repeatable with even 
less number of features. It was also found that the 
GNB algorithm could not fit well in the context of 
classifying ten algae species. At correlation value 
of 0.95, two more features were added to the last set 
of selected features in order to check any difference 
in the performance of all models. Now, we had a 
maximum number of features (18) to improve the 
discriminant power of the dataset. At this level also 
CART was found to be the best performer. 
 From the tabulated results shown in 
Table 5 and Table 6, it can be inferred that there 
is no need to have more than 13 features. This 
is because adding more than 13 features does 
not yield any additional benefits.Hence it is 
concluded that the best features for high level of 
accuracy with lowest false alarm are ‘Solidity’, 
‘Eccentricity’,‘EquivDiameter’,‘Extrema’, ‘Filled 
Area’, ‘Orientation’, ‘EulerNumber’, ‘Bounding 
Box2’,‘Bounding Box3’,‘Bounding Box4’, 
‘MinorAxisLength’, ‘raddi’, ‘microorganism 
code’.
 Hyper-parameter tuning of SVC and CART 
was done to arrive at the most optimal parameters 
that gives maximum level of performance. In 
caseof SVC, the most optimal values for gamma 
and c were found out to be 2.8 and 1 respectively. 
The above table gives information on SVC radial 
optimized with these values. In caseof CART,the 
depth value of 5 gave the best performance.   

diSCuSSionS

 It can be seen that CART seems to be the 
best-suited algorithm for solving the problem of 
classification of 10 algae, followed by SVC since 
its f – score is slightly less than CART.  However, 
it must be noted that CART has more advantages 
as compared to SVC in terms of selecting features, 
handling unbalanced data and scaling up on the 
volume of data. To further investigate this fact, 
the value of all the performance metrics was also 
checked at the correlation threshold 0.30 to 0.80. It 
was found that the accuracy of the SVC algorithm 
drops about 10% to 13 % approximately. Hence, 
it is clear that at a threshold value of 0.85, CART 
gives maximum possible accuracy (0.98) and stable 
performance. Therefore, to arrive at a decision 

on the final selection of the best algorithm for 
the said problem, there is a need to do objective 
validation. The next section gives information on 
the application of the 10 -Fold validation process to 
finally arrive at the selection of the best machine-
learning model for algae classification problem. 
Validation
 The purpose of the K-Fold validation is 
to estimate the skill of the machine-learning model 
based on the new dataset; a dataset other than the 
training dataset.  By taking a sample of instances 
as a holdout or as a test data set and rest (k-1 
group(s)) as the training dataset.  After the split, 
the algorithms are run to fit the model in question 
with these new sets. The values are retained for 
computing the average score with ‘n’ number of 
rounds. In context of our research work K= 10, 
which implies that the validation/testing ratio is 
10% and training ratio will be 90%.  The box-plot 
in Figure 2 was plotted and values displayed were 
calculated using the Interquartile Range (IQR) 
method. From the shape of the box-plot of the 
CART, it can be inferred that it has the tightest 
range, hence, it is more stable in performance.  It 
can be safely inferred that the CART is giving a 
numerically stable performance at a correlation 
threshold of 0.85 with minimum features. The 
process can be designated as repeatable and 
reproducible. 
Comparative analysis
 An analysis of contemporary work in 
this context shows that most of the authors are 
focusing on using combination feature selection 
approaches. The authors 36 are using fluorescence 
and spectral- morphological features to train a 
neural network. With six class datasets, they were 
able to achieve an average accuracy of 95.5 %.  
The authors37 have also worked on identification 
of freshwater algae. These authors are also using 
a combination of PCA and neural network for 
training the feature data. The feature data consists 
of text and shape properties of six algae species and 
the average accuracy achieved is close to 95.9%. 
There is evidence in the current literature 38 that 
neural network modeling architecture has also 
been used. The authors 38 were able to identify four 
algae with the help of a feed forward model, and 
were able to achieve   95-97% average accuracy 
in classification and identification of these algae 
species.The outcome produced here worked for all 
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ten types of microorganisms. The accuracy level 
(98 %) of the CART algorithm can be attributed to 
the fact that it has an inbuilt mechanism to handle 
unbalanced datasets. The CART Algorithm is able 
to build a generalized model and is doing its own 
attribute analysis to arrive at accurate classification, 
which is a great advantage. The SVC uses One-vs.-
One strategy to classify the data into ten classes 
of Algae. Further, it seems that LR and LDA 
algorithms are unable to fit data to the maximum 
possible level. 

ConCluSion 

 This is a real-life study, in which the 
collection of water samples from Sukhna and 
Dhanas Lakes, India has been done. Identification 
of 10 algae has been done with the help of 
experts. A good understanding of the population 
characteristics of algae is crucial for the ecological 
balance. The automation of the process of 
identification of the algae is need of the hour, 
because in the current era we are facing both man-
made and natural ecological imbalances. There 
are multiple approaches in automating the process 
of identification. After conducting this empirical 
study, it was found that a combination approach 
in the segmentation of the algae works well. It 
was found that Otsu clustering along with Kirsch 
filter is most suited for segmenting the microbes. 
Extensive Feature analysis for building machine 
learning dataset has been done. Correlation as a tool 
for feature selection was found to be an excellent 
choice for eliminatingvariables that are having 
multi-collinearity. It was found that at a correlation 
level of 0.85, the selected features provide stable 
and consistent results in terms of recall, precision, 
and accuracy for machine learning algorithms. 
Experimental evaluation and study of classification 
algorithms showed that CART Algorithm is best 
suited for this purpose.  The kingdom of Algae 
is large and diverse. In this research, we were 
able to cover ten types of algae. The source code 
and output of the segmentation algorithm  for 
this research work is available at mendeley data 
repository39. Hence, this work can be extended by 
adding more types of species and microorganisms 
types.  The size of the dataset can also be increased 
and augmented with more images and annotated 
data. An extended system of this research may also 
take advantage of deep learning algorithms.
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