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	 Color is considered to be a major characteristic feature that is used for distinguishing 
benign and malignant melanocytic lesions. Most of malignant melanomas are characterized by 
the presence of six suspicious colors inspired from the ABCD dermoscopic rule. The presence 
of these suspicious colors histopathologically indicates the presence of melanin in the deeper 
layers of the epidermis and dermis. The objective of the proposed work is to evaluate the role 
of color features, a set of fifteen color features have been extracted from the region of interest to 
determine the role of color in malignancy detection. Further, a set of ensemble classifiers with 
dynamic selection techniques are used for classification of the extracted features, yielding an 
average accuracy of 87.5% for classifying benign and malignant lesions. 

Keywords: Benign lesions; Color; Dermoscopy; Ensemble Classifiers; 
Malignant lesions; Segmentation.

Motivation
	 The malignancy of melanocytic cells 
is termed as melanoma, a deadly form of skin 
cancer. The melanocytic cells are responsible 
for the production of melanin, which gives the 
skin its natural color. The primitive diagnosis of 
melanoma mainly relies on the precise assessment 
by the dermatologist using a dermoscope1. 
Several imaging modalities were developed to 
aid dermatologist in examining the pigmented 
skin lesions. An illustration of the pigmented 
skin lesions is presented in Fig.1.Dermoscope 
is used by the dermatologist to analyse the skin 
lesions, it constitutes one of the major imaging 

modality. Melanoma diagnosis is dependent on the 
dermatologist’s experience and is time-consuming. 
As the disease metastasizes to the lymph nodes, 
biopsy is required for the diagnosis.  This indicates 
the need for computer aided diagnostic since it 
provides the objective and accurate diagnosis. 
Recently, CAD tools have been developed to 
provide timely and objective diagnosis. The CAD 
tools take into account the color, shape and texture 
features to analyze the pigmented skin lesions. 
Related Work
	 A complete CAD tool for melanoma 
diagnosis consists of: segmentation, feature 
extraction and lesion classification. The recent 
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years have witnessed significant contributions in 
the field of melanoma diagnosis. The CAD systems 
can be broadly divided into three major categories. 
(i) systems that take into account the dermoscopic 
knowledge of the lesions. Such systems are 
clinically oriented and are inspired by the ABCD 
dermoscopic rule, (ii) systems that exploit the 
power of artificial intelligence by studying the 
abstract properties of the labelled dermoscopic 
images, (iii) hybrid systems that are a combination 
of (i) and (ii).    
	 A combination of color features were 
employed by Barata et al.2 for classification 
of the skin lesions. A set of shape, color and 
texture features were used by Abuzaghleh et 
al.3 for a three class skin lesion classification. In 
the recent years several complex deep learning 
architectures have been proposed4-5. However, 
deep learning algorithms suffer from vanishing 
gradient problem as the number of layers increase. 
Upon careful review of the literature it was been 
observed that the number of features have been 
used for the classification of the skin lesions 
into benign and malignant6-8, thus increasing the 
computational complexity of the CAD systems. In 
the proposed system, a set of color features have 
been investigated, since color is the most important 
chromophore of the skin. The color of the lesion 
plays a prominent role in determining the type of 
the lesion. In addition to this a set of ensemble 
classifiers with dynamic selection techniques 
have been introduced for the classification of skin 
lesions.
Contributions
	 The classification of skin lesions is 
performed using minimal number of features. 
The contributions of the proposed work are given 
below.
• The role of color features in malignancy detection 
is evaluated.
• Ensemble of classifiers with dynamic classifier 
selection are designed for classification in contrast 
to the conventional classification techniques
	 The paper organization is as follows. 
Section II provides an overview of the color 
features extracted and the design of ensemble of 
classifiers. Section III presents the results obtained 
using the proposed features followed by the 
conclusion section IV. 

Material and Methods

	 The proposed system aims to evaluate the 
role of color features in diagnosis of pigmented 
skin lesions. The Fig. 2 provides an overview of 
the proposed system. 
	 The dermoscopic image is initially 
pre-processed using a set of tuned Gabor filters. 
Further, the region of interest is delineated from 
the dermoscopic image using chroma based 
deformable models. Hair detection and lesion 
segmentation is performed using dermoscopic 
knowledge of the pigmented skin lesions. A set of 
15 features specific to color are extracted from the 
region of interest. The extracted features are used 
for classification. Dynamic ensemble selection 
methods are incorporated in Ensemble of classifiers 
for classification of skin lesions.
Dataset
	 The PH2 dataset consists of 200 annotated 
freely available images9. The dataset comprises of 
160 benign lesions including the common nevi and 
atypical nevi and 40 malignant skin lesions.   
Dermoscopic Hair delineation and Localization 
of Region of Interest
	 The presence of hair greatly affects the 
accuracy of the segmentation algorithm. Thus, hair 
detection and exclusion forms the primary step in 
development of a computer aided diagnostic tool for 
melanoma diagnosis. Scalar or vector dermoscopic 
images may be used for pre-processing. Since, the 

Fig. 1. Illustration of pigmented skin lesions (a) Benign 
Lesions (b) Malignant Lesions [21]
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Fig. 2. Overview of the proposed system

Fig. 3. Impulse response’s from the network enhancement 

filter (a) = 3  : G1 (x, y), with = 20 and = 4.6 

(b) G2 (x, y), with = 20 and = 1.15 (0.25(  

(c) Difference (x, y) (right).

Fig.4. Hair detection and removal process (a) 
Dermoscopic RGB image (b) Strands of hair detected 
(c) The processed image

lesions are predominantly visible in blue-channel 
of the RGB image, the blue channel is widely in 
use for processing, in some cases, the grayscale 
image has also been utilized for the same. With the 
ultimate goal of increasing the difference between 
the lesion and surrounding skin, several attempts 
have been performed to choose an appropriate 
color space. The most commonly used color spaces 
include the perceptually uniform CIEL*a*b10-11, 

CIEL*u*v12-13 and HSV12-14 color spaces. In these 
color spaces the perceived color difference between 
two colors mimics the human visual system. The 
methods can be applied to single and multichannel, 
in case of multichannel, the single channel methods 
are concatenated. 
	 Directional Gaussian filters are used 
identify the hair artifacts. A group of 16 directional 
filters were used for detection of hair using the 

luminance component of the perceptually uniform 
CIE L*A*B color space. The luminance component 
mimics the perceptual response of the Human 
Visual System (HVS). The parameters used in the 
Gabor filters are fine-tuned using the dermoscopic 
knowledge of the hair shafts. The lesions are 
localized using the chroma based deformable 
models. A detailed explanation of the hair detection 
and lesion segmentation method used is given 
in15. The Fig.3  illustrates the impulse responses 
obtained for the chosen Gabor parameters. The 
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Fig. 5. Illustration of channels of CIEL*a*b color space 
(a) Original Component(b) L component (c) a component 
(d) b component (e) Magnitude of a and b component

Fig.6. Illustration of lesion segmentation (a) Dermoscopic 
RGB image (b) Segmented image

Fig. 7. Overview of the classification process using 
dynamic classifier selection

Fig. 4 provides an illustration of the process of hair 
detection.
	 The performance of the geometric 
deformable models mainly relies on the initial 
conditions used and the evolution of the speed 
function16. The segmentation approach is proposed 
by exploiting the aforementioned domain 
knowledge of skin lesions by considering the 
chroma component. . An illustration of the LAB 
color channels is given in Fig. 5.
	 The speed function incorporates the lesion 
chroma information and the global information. The 
basic idea is to evolve the curve until considerable 
differences between the background and the lesion 
border is obtained. The Fig. 6 illustrates the results 
of lesion segmentation
Feature Extraction
	 Color plays an important role in 
dermoscopy. The color of the lesion depends on 

the localization of melanin in the skin. Benign 
lesions tend to exhibit one or two colors, whereas 
malignant lesions exhibit three or more colors. In 
order to quantify the color of the lesion, a set of 
absolute and relative color features are extracted 
from the region of interest and the background 
skin17. The RGB chromatic co-ordinates are used 
to quantify the absolute color of the pixels. Raw 
RGB values are variant to illumination direction 
and intensity, whereas the absolute colors are 
invariant18. The invariance nature of the absolute 
colors aids in dealing with uncontrolled imaging 
conditions due to the different capturing devices. 
The three set of color features extracted are given 
in (1-3).

	 ...(1)

	 ...(2)

	 ...(3)
	 The chromaticity values of the lesion 
pixels with respect the background skin are 
termed as relative chromaticity features. These 
chromaticity features highlight the perceptual 
differences between the lesion and the background 
skin. The relative chromaticity features are given 
in (4-9) 

	 ...(4)

	 ...(5)

	 ...(6)
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Table 1. Results of Classification using 
Ensemble of Decision Stump Trees

Class	 Method	 Precision	 Recall	 F1-Score	 Accuracy

0	 Normal	 0.79	 1.00	 0.88	 0.8
1		  1.00	 0.20	 0.33	
0	 Ensemble	 0.79	 1.00	 0.88	 0.8
1		  1.00	 0.20	 0.33	
0	 OLA	 0.83	 0.97	 0.89	 0.825
1		  0.80	 0.40	 0.53	
0	 LCA	 0.81	 0.97	 0.88	 0.8
1		  0.75	 0.30	 0.43	
0	 A-Priori	 0.81	 0.97	 0.80	 0.8
1		  0.75	 0.30	 0.43	
0	 A-Posterior	 0.85	 0.97	 0.91	 0.85
1		  0.83	 0.50	 0.62	
0	 KNORA-E	 0.86	 1.00	 0.92	 0.875
1		  1.00	 0.50	 0.67	
0	 KNORA-U	 0.79	 1.00	 0.88	 0.8
1		  1.00	 0.20	 0.33	

Fig. 8. (a) ROC for ensemble of decision stump trees 
using KNORA-E dynamic ensemble selection technique

Fig. 8. (b) Confusion matrix for ensemble of decision 
stump trees using KNORA-E dynamic ensemble 
selection technique respectively.

	 ...(7)
	 ...(8)
	 ...(9)

	 Further, normalized values of each of the 
ratio and difference are also included as given in 
(10-15)

	 ...(10)

	 ...(11)

	 ...(12)

	 ...(13)

	 ...(14)

	 ...(15)
Lesion Classification
	 Classification forms the last stride of a 
lesion diagnosis system. To quantify the role of 
relative and absolute color features in malignancy 
detection, two ensemble of classifiers with dynamic 
selection methods are adopted19-20. 
(i) Ensemble of decision stump trees built using 
bagging
(ii) Ensemble of decision trees built using 
AdaBoost.
	 In case of dynamic classifier selection, 
for each test pattern a classifier is selected. The 
major objective is to select a classifier that classifies 
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Table 2. Results of Classification using 
Decision Trees built  using AdaBoost

Class	 Method	 Precision	 Recall	 F1-Score	 Accuracy

0	 Normal	 0.88	 0.97	 0.92	 0.875
1		  0.86	 0.60	 0.71	
0	 Ensemble	 0.81	 0.97	 0.88	 0.8
1		  0.75	 0.30	 0.43	
0	 OLA	 0.88	 0.93	 0.90	 0.85
1		  0.75	 0.50	 0.67	
0	 LCA	 0.85	 0.93	 0.89	 0.825
1		  0.71	 0.50	 0.59	
0	 A-Priori	 0.85	 0.93	 0.89	 0.825
1		  0.71	 0.50	 0.59	
0	 A-Posterior	 0.85	 0.97	 0.89	 0.85
1		  0.83	 0.50	 0.59	
0	 KNORA-E	 0.85	 0.97	 0.91	 0.85
1		  0.83	 0.50	 0.62	
0	 KNORA-U	 0.83	 1.00	 0.91	 0.85
1		  1.00	 0.40	 0.57	

Fig. 9(a). ROC for ensemble of AdaBoost decision trees 
using KNORA-E dynamic ensemble selection technique

Fig. 9(b). Confusion matrix for ensemble of AdaBoost 
decision trees using KNORA-E dynamic ensemble 
selection technique respectively

a particular test pattern with greater amount of 
accuracy. The Fig. 7 shows a schematic description 
of the dynamic selection techniques used for 
classifier selection. The number of decision stump 
trees are decided based on the number of input 
features.  Thus, an ensemble of 15 decision stump 
trees are built using bagging. The maximum 
depth of the tree is two. Stump Decision trees 
are reasonably fast to train. They are also fast 
to classify. Once an ensemble of decision stump 
trees are built using bagging, the aforementioned 
dynamic selection methods are used to select an 
ensemble of classifiers for a given test pattern. 
Further, a majority voting scheme is applied to 
predict the label for the given test pattern from the 

ensemble of classifiers selected. Similar to the first 
model, the decision stump trees are replaced by 
AdaBoost of weak learners and further the dynamic 
selection models are used to predict a test label.

Results and Discussions

	 The role of color features in malignancy 
detection is evaluated. The evaluation parameters 
are sensitivity, specificity and accuracy as given in 
(16-18).

	 ...(16)

 	 ...(17)

	 ...(18)
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where, 	 TP = True Positive
	 TN = True Negative
	 FP = False Positive
	 FN = False Negative
	 Sensitivity indicates the accuracy of 
classification of malignant lesions, specificity 
indicates the accuracy of classification of benign 
lesions and accuracy indicates the overall rate 
of correct classification of benign and malignant 
lesions. The results of classification using ensemble 
decision stump trees is given in Table 1. The 
benign samples are represented by ‘0’ and the 
malignant samples are replaced by ‘1’. Normal 
indicates a single classifier. It was been observed 
that the best classification accuracy was obtained 
for KNORA-E dynamic ensemble selection 
technique. The Fig. 8(a) and Fig. 8(b) illustrates 
corresponding ROC curve and confusion matrix for 
KNORA-E dynamic ensemble selection technique 
respectively. The results of classification using 
ensemble of AdaBoost decision stump trees is 
given in Table 2. It was been observed that the best 
classification accuracy was obtained for a simple 
AdaBoost ensemble. The Fig. 9(a) and Fig. 9(b) 

illustrates corresponding ROC curve and confusion 
matrix for the same respectively.
	 In addition to ensemble of classifiers, 
the extracted features are tested using ten-fold 
cross validation technique on 7 different binary 
classifiers. The classifiers used for testing are as 
follows:
• Support Vector Machines (SVM).
• Naïve-Bayes
• Multilayer Perceptron
• AdaBoost of Decision Trees
• Logit Boost
• Decision Stump Trees
• Random Forest
	 The Table 3 depicts the classification 
results for the aforementioned classification 
models. TPR indicates the True Positive Rate or 
the portion of correct classification for both the 
classes. FPR indicates the False Positive Rate 
or the portion of incorrect classification for both 
the classes.  Precision indicates the Positive 
Predicted Value of the relevant instances among 
the retrieved instances. F-measure is the weighted 
harmonic mean of the Precision and Recall of the 
classification test.

Table 3. Results of Classification using different classification models

Classifier	 Class	 TPR	 FPR	 Precision	 F-Measure	 ROC Area

SVM	 Benign	 0.95	 0.62	 0.86	 0.90	 0.66
	 Malignant	 0.37	 0.04	 0.68	 0.48	 0.66
	 Average	 0.84	 0.50	 0.82	 0.82	 0.66
Naïve Bayes	 Benign	 0.83	 0.35	 0.90	 0.87	 0.83
	 Malignant	 0.65	 0.16	 0.50	 0.56	 0.83
	 Average	 0.80	 0.31	 0.82	 0.80	 0.83
ANN	 Benign	 0.91	 0.30	 0.92	 0.91	 0.89
	 Malignant	 0.70	 0.09	 0.65	 0.67	 0.89
						    
	 Average	 0.86	 0.25	 0.87	 0.86	 0.89
AdaBoost	 Benign	 0.92	 0.40	 0.90	 0.91	 0.88
	 Malignant	 0.60	 0.07	 0.67	 0.60	 0.88
	 Average	 0.86	 0.33	 0.85	 0.85	 0.88
Logitboost	 Benign	 0.91	 0.45	 0.89	 0.90	 0.89
	 Malignant	 0.55	 0.08	 0.61	 0.57	 0.89
	 Average	 0.84	 0.37	 0.83	 0.83	 0.89
Decision Stump 	 Benign	 0.92	 0.77	 0.82	 0.87	 0.55
Trees	 Malignant	 0.22	 0.07	 0.42	 0.29	 0.55
	 Average	 0.78	 0.63	 0.74	 0.75	 0.55
Random Forest	 Benign	 0.93	 0.50	 0.88	 0.90	 0.91
	 Malignant	 0.5	 0.06	 0.64	 0.56	 0.61
	 Average	 0.84	 0.41	 0.83	 0.83	 0.91
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CONCLUSION

	 The paper discusses the development 
of a color feature based CAD system for the 
diagnosis of melanocytic skin lesion. A set of 
fifteen color features have been used to determine 
the role of color in malignancy detection. The 
proposed features are extracted from the region 
of interest obtained by segmenting the lesions 
from the background skin. A dynamic set of 
ensemble classifiers have been used for the 
classification. It has been observed that the best 
results were obtained using decision stump trees 
with KNORA-E ensemble selection techniques. An 
average accuracy of 87.5% was observed for the 
classification of benign and malignant lesions for 
the PH2 dataset. The proposed set of features can 
be incorporated in building a CAD tool that can be 
adopted in a clinical setting.
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