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	 Implementation of Artificial intelligence techniques is used as a medical diagnostic 
tool to increase the diagnostic accuracy and provide more additional knowledge. Muscular 
dystrophy is a disorder which diagnosed with Electromyography (EMG) signals. A Wavelet-
based decomposition technique is proposed here to classified Healthy EMG signals (Normal) 
from abnormal muscular dystrophy EMG signals. In this work, a wavelet transform is applied 
to preprocessed EMG signals for decomposing it into different frequency sub-bands. Statistical 
analysis is carried out to these decomposed sub-bands to extract different statistical features. 
SVM and ANN classifier is proposed here to discriminate muscular dystrophy disorder from 
healthy Electromyography signals. Finally proposed methodology gives classification accuracy 
of 95% on publically available clinical EMG database. The results show better classification 
accuracy using an SVM classifier compare to ANN classifier on selected statically feature sets. 
The finding from the above method gave the best classifier for analysis and classification of 
EMG signals for recognition of muscular dystrophy disorders.
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	 The Electromyogram (EMG) is a 
biomedical signal defined by an electrical potential, 
produced by muscles cells. The characteristic of 
EMG signals is small in amplitude (0-10 mv) and 
low in frequency (0-499Hz). The dominant energy 
of the electromyogram signal is between 50 to 
150 Hz. EMG signals involve a great information 
about the nervous system with anatomical and 
psychological properties of muscles1. A muscular 
dystrophy is a group of disorders, specified by 
weakness and wasting of muscle tissue with a 
breakdown of nerve tissue. There are various types 
of muscular dystrophy (disorders) that affect the 

muscles, spinal cord or nerves systems2. The most 
common types are Duchenne muscular dystrophy 
and Becker muscular dystrophy. Early recognition 
by medical examination and tests are essential steps 
for their cure. This knowledge is also important 
in research, which may lead to understanding the 
nature of the disorder and eventual treatment. It can 
be difûcult to differentiate normal EMG (Healthy 
subject) with abnormal EMG (subject suffers from 
muscular dystrophy/ disorder) as both may have a 
similar type of EMG waveform. Thus there is great 
interest by the researcher to differentiate between 
normal and abnormal EMG class as it will require 
lots of signal processing attempt. 
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	 Qualitative EMG analysis mainly based 
on subjective visually and expert advice may lead 
to misinterpretations.  Qualitative EMG analysis 
cannot give data for comparison and classifying 
EMG disorders. To overcome this problem, 
computer-based EMG algorithms have been 
proposed3. The literature has shown a various 
combination of classification technique with 
extracted features sets for diagnosis of muscular 
disorders. Different classification techniques 
including conventional bipolar EMG method4, 
linear and matrix electrode array5, 6. The highly 
investigated EMG Parameters are muscle fiber 
conduction velocity (MFCV), Motor Unit Size 
(MU), frequency spectrum and entropy7, 8. Pattichis 
et al. in9 used a wavelet transform (WT) for 
extracting EMG features and applied different 
neural networks for EMG classification. In10 
the Time domain approach has implemented for 
analysis and classification of the EMG signals. 
Abdulhamit et al.11 proposed an autoregressive 
system and wavelet neural network to extract 
different features from EMG. Katsis et al. applied 
SVM12, Decision Tree (DT) and RBFN13 for 
EMG classification. In14 a combined technique of 
parametric power spectral and features extraction 
through WT is used for EMG signal analysis using 
neuro-fuzzy classifier. The results of classification 
accuracy in between 72% to 86% in all such 
proposed methods. To improve classification 
accuracy, a quality research needed in this 
particular area which will give more than 90% of 
accuracy.
	 Support Vector Machine (SVM) and 
Artificial Neural Network (ANN) classifiers 
are proposed here.  Both the classifier having 
great predictive power effectively implemented 
for medical diagnostic decision support system. 
Several authors have shown their research interest 
in integrating the prediction of several systems 
often results in a classification accuracy that is 
higher than that of individual systems.

MATERIALS AND METHODS

EMG Data Requisition 
	 For this research work, the EMG 
signals database were taken from EMGLAB 
and PHYSIONET15,16. These EMG datasets are 

publicly available and recorded from brachial 
biceps muscles. The records were collected 
from the brachial biceps muscles using needle 
electrodes with a sampling frequency of 50 KHz 
then downsampled to 4 KHz. The available records 
for each subject are of 5 to 10 minutes duration. 
Each data sequence first preprocessed and then 
segmented with a window size of 2000. The total 
numbers of segmented datasets are 200 were 100 
datasets belongs to Normal (Healthy) class and 100 
datasets for abnormal (disorders) class.
Pre-processing
	 Pre-processing is a very important task 
to reduce noise which occurs during recording 
of EMG signals. A high pass filter of order 4 is 
applied to remove noise and other artifacts.  The 
low pass IIR filter is used to rectified EMG signal. 
A concoction of high pass filtering and low pass 
filtering gives linear envelope. The resulted signals 
were first band-pass through Butterworth Band 
Pass filter with cut-off frequency is 5Hz and 375 
Hz. The notch filter at 50Hz is used to remove 
line interference frequency. After filtering, the 
segmentation was done and features were extracted 
using wavelet transform methods. 
Block Diagram of Proposed work
	 The raw EMG signal first filtered and 
then segmented. After preprocessing the segmented 
EMG database was decomposed up to multilevel 
decomposition using WT method to extract useful 
details & information. After that output is given 
to the extraction algorithm for feature extraction.  
Before processing, feature selection is proposed 
to reduce feature dimension filtered. Selection of 
features is based on a specific threshold value of 
selected features. Figure 1 illustrates the block 
diagram of the proposed work.  For this work, we 
have extracted different statistical features like 
mean, standard deviation, RMS, Energy, Entropy 
etc. The selected features were categorized into two 
subclasses by using SVM and ANN classifiers.
Features Extraction 
	 Feature extraction is one of best technique 
for dimension reduction. It takes the initial set of 
data and converts it into well-derived values or 
features as shown in Figure 3. Feature extraction 
technique plays a very important role in EMG 
signals analysis by converting a large set of data to 
the smaller meaning features.  Here we apply the 
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Fig.1. Block Diagram of Proposed Methods

Fig. 2. Three Level wavelet decomposition of the EMG signal

Fig. 3. Features extraction procedure Fig. 4. Linear Support vector machine

wavelet transform method to generate a wavelet 
coefficient expressing different frequency sub-
bands8,17. 
One-dimensional WT is defined as,   

	 	
...(1)

	 Where y*(t) represents the conjugate 
function of y(t) (mother Wavelet). Here l is a scale 

parameter whereas n is called shift parameter. 
The major advantage of WT for EMG signals is, 
it provides better time-frequency resolution and 
at the same time compresses data by preserving 
original information18. Figure 2 shows the 3 Level 
EMG signal decomposition using WT (dB4) with 
detail and approximation. 
	 WT represents a time domain signal in 
terms of fixed building blocks defined Wavelets. 
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Table 1. Distribution of the class samples in the 
testing and training data set

Class	 Training Set	 Test set	 Total

Normal	 70	 30	 100
Abnormal	 70	 30	 100
Total	 140	 60	 200

Table 2. SVM polynomial kernel classification results for different poly-
order

Parameter	 Order_3	 Order_4	 Order_5	 Order_6

Accuracy (%)	 93.33	 90.00	 95.00	 76.00
Sensitivity (%)	 90.00	 80.00	 93.33	 63.00
Specificity (%)	 0.9666	 100	 96.66	 10.00
Precision (%)	 96.42	 100	 96.66	 86.00
FRR	 0.1	 0.2	 0.067	 0.37
Fratio	 0.93	 0.88	 0.94	 0.72

Fig. 5. ANN with backpropagation algorithm

WT was designed to analyze random signal7. Out 
of every frequency sub-band, we extracted different 
statistical features
Classification
	 In classification, machine learning 
algorithms are applied to classify the EMG signal 
datasets. The role of the classifier is to identify the 
different sets of data on the basis of the training set 
and giving the correctly classified accuracy. The 
accuracy of classification depends on strength of 
features. Missing features and outliers in training 
data can reduce the accuracy of the classifier. The 
model is trained to predict the right class. Support 
Vector Machine (SVM) and Artificial Neural 
Network (ANN) classifier are used in this research.
Support Vector Machine
	 The concept of Machine learning 
enables the machine to learn and perform tasks 
by developing algorithms and methodologies. 
Machine learning combines with statistics in many 
aspects.  Many techniques and methodologies were 
introduced for machine learning quest among which 

SVM proves to give a better & promising result for 
classification19.  SVMs were developed by Vapnik 
in the year of 1995 and are becoming universal 
because of their ultimate performance20. Basically, 
SVMs worked on the structural risk minimization 
principle where features vectors are optimized by 
reducing classification misconception. Due to the 
complexity and nonlinear characteristic of EMG 
data sets, a nonlinear type SVM is implemented 
here. SVM prepare a classifier by determining 
optimal hyperplane which separates the margin 
between two classes in the kernel-induced feature 
space. Let us assume a training sample set {x

z, 

y
z
}; i=1-M, where M belongs to a total number of 

samples21. The hyperplane f(x) = 0 that disparate 
the given data can be obtained as a solution to the 
following optimization problem, Minimize:

 	 ...(2)
Condition to,

	 ...(3)
	 Where K is the error penalty constant. 
Representing the above equation in terms of ë, 
where ë is a Lagrange multiplier. Maximize,
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Table 3. SVM RBF Kernel model classification 
results for different rbf_sigma

Parameter	 rbf_sigma 	 rbf_sigma 	 rbf_sigma 	 rbf_sigma 
	 0.1	 0.3	 0.5	 1

Accuracy (%)	 66.66	 88	 88.3	 85.00
Sensitivity (%)	 97.32	 96.67	 93.33	 83.33
Specificity (%)	 33.00	 80.00	 83.33	 86.67
Precision (%)	 60.00	 82.86	 84.85	 86.21
FRR	 0.0268	 0.0333	 0.0667	 0.1667
Fratio	 0.75	 0.8923	 0.8889	 0.475

Table 4. Classification accuracy using SVM Polynomial Kernel model

Types of 	 Total Numbers 	 Test Samples 	 Correct 
classes	 of  Test Samples 	 Number Identified 	 Identification 
		  Correctly	 Ra te  u s ing 
SVM	
Normal	 30	 29	 95%
Abnormal	 30	 28

Fig. 6. SVM polynomial kernel model confusion matrix 
representing 95% of classification accuracy

Fig. 7. SVM RBF kernel model confusion matrix 
representing 88.3% of classification accuracy

	 ...(4)
Condition to,

	 ...(5)

	 Holding hyperplane vectors are termed as 
support vectors. In literature, SVM has been used to 
classify multiple datasets of EMG signals. Figure 
4 shows the simple kind of SVM.
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Table 5. Artificial neural network parameter

Accuracy(%)	 Sensitivity(%) 	 Specificity(%)	 Precision(%) 	 FRR	 F
ratio

93.3	 86.66	 100	 100	 0.13	 0.92

Table 6. Classification accuracy using the ANN model

Types of 	 Total Numbers 	 Test Samples 	 Correct 
Diseases	 of  Test Samples	 Number Identified 	 Identification 
		  Correctly	 Rate using ANN

Normal	 30	 30	 93.3%
Abnormal	 30	 26

Fig. 8. ANN Training, Validation and Test
Fig. 9. ANN confusion matrix representing 93.3% of 
classification accuracy

ANN Classifier
	 In this work, the Backpropagation 
algorithm is applied to train ANN classifier.  
Backpropagation algorithm commonly used to 
supervise ANN model and trained for pattern 
classification [23]. The backpropagation neural 
network defines as a network of processing elements 
working together to give a required output. These 
elements are organized into independent layers: 
input, hidden and an output layer. The diagram 
showed the simple kind of ANN structure with 
back propagation path.

Results and Discussion

	 In this research, EMG signals taken from 
the publicly available database are divided into two 

groups. The First group having EMG datasets of 
Normal (Healthy) class and another group contains 
datasets of abnormal (Muscular dystrophy) class. 
The EMG data is preprocessed and decomposed 
into different frequency sub-band using WT. 
The Statistical features were obtained from these 
frequency sub-bands. At the last, these features sets 
are classified using SVM and ANN classifier. The 
main aim of this paper was to design the classifier 
that is able to classify the input signal belongs to 
a normal or abnormal class. Table 1 shows the 
distribution of class samples for designing the 
classifier.
SVM Results
	 A nonlinear type SVM classifier is 
implemented for the classification of EMG datasets. 
For performing nonlinear classification SVM uses 
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Table 7. Comparisons of the classifier

Classifier	 Accuracy(%)	 Sensitivity(%)	 F-ratio(%)	 FRR(%)

ANN	 93.33	 86.66	 92.00	 13.00
SVM (Polynomial Kernel model)	 95.00	 93.33	 94.00	 6.67
SVM (RBF Kernel model)	 88.3	 93.33	 88.89	 6.67

kernel. There are various kernels function available 
such as Linear, Quadratic, Polynomial, Gaussian 
Radial Basis etc. Out of 200 feature sets 140 
sets are employed to train SVM classifier (using 
different kernel function). The rest of the 60 sets 
are used as test samples for the muscular dystrophy 
classification. The Cross-validation Type-Hold out 
“70-30” has been implemented in all this analysis, 
because it gives the best classification results 
compare to others cross-validation arrangement. 
Polynomial Kernel Function
	 The Polynomial kernel is used which 
gives best i.e 95% accuracy compared to others 
nonlinear kernel. The mathematical equations of 
the polynomial kernel: 

	 Where d is the degree of the polynomial. 
The results of the Polynomial kernel totally depend 
on poly-order. For nonlinear datasets, poly-order 
should be more than one. Table 2 shows the SVM 
polynomial kernel function results for different 
poly-order. Figure 6 shows the SVM polynomial 
kernel model confusion matrix representing 95% 
of classification accuracy. Table 4 depicts the best 
classification accuracy using the SVM model (For 
polynomial kernel model).
Gaussian radial basis function (RBF)
	 The mathematical expression of RBF 
kernel function is represented by:

	 Here  is known as rbf_sigma. The 
accuracy of classification using RBF kernel is 

mainly depends on . Table 3 shows the SVM 
RBF kernel function results for different rbf_sigma 
value. Figure 7 shows the SVM RBF kernel 
model confusion matrix representing 88.3% of 
classification accuracy.

ANN Results
	 In this approach, the ANN classifier is 
implemented for the classification of EMG datasets. 
Here we effectively apply the EMG (test input) to 
the neural network, which differentiates the input 
signal from the trained signal. This differentiation 
mainly depends on the weight factor. If the input 
signal includes a normal or abnormal class then 
trained network understands the occurrence 
of that particular class. The implementation of 
the Backpropagation algorithm shows better 
classification accuracy as compared to others 
available algorithm. The correct classification 
accuracy using ANN is 93.33% confirm that WT 
to extract feature vectors, combined with an ANN 
classifier technique can improve the classification 
results. Figure 8 shows the ANN training, 
validation and test confusion matrix whereas Figure 
9 shows the ANN confusion matrix representing 
93.3% of classification accuracy. Table 5 shows 
the parameter of the ANN classifier where Table 
6 classification accuracy.

CONCLUSION

	 Classification of muscular dystrophy 
through EMG signals is a challenging task 
for researchers as it needed lots of clinical 
information and observation. Traditional methods 
for classification of EMG datasets used either 
frequency domain or time domain representation of 
EMG signals. This traditional method fails to give 
accurate classification efficiency. In this presented 
work, WT method was used to decompose EMG 
signals into different frequency sub-bands. 
Wavelet coefficient has been extracted to find 
the different statistical feature. The statistical 
features are extracted and classified using SVM 
and ANN classifier. The classification is done by 
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SVM polynomial kernel function of a different 
order varying from three to six. The optimization 
is obtained at level five where accuracy is 95%. 
The percentage classification accuracy and 
sensitivity is maximum at polynomial order 5. 
The SVM RBF kernel function gives classification 
accuracy i.e. 88.3%. The optimization is obtained 
at  rbf_sigma 0.5 where accuracy is maximum 
and lower false rejection rate i.e.0.0333. ANN 
results give correct classification rate of 93.33%. 
The combination of WT methods with SVM 
polynomial kernel model can improve the accuracy 
of EMG signal classification. This concluded that 
the application of nonlinear feature extraction for 
EMG signal classification along with SVM will be 
a promising alternative for intelligent classification 
and diagnosis system in future. The application 
of EMG signals classification for diagnosis of 
muscular dystrophy has great potential in the 
area of biomedical engineering. The Performance 
parameters of this proposed work are satisfactory 
and can be utilized in clinical studies also after it 
is developed.
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