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ABSTRACT

Data mining is the foremost technique  in health care industry which helps in uncovering
data patterns in large volume of data. The breast cancer is one of the most prevalent cancers in
the world that has enough potential to be studied by data mining techniques. . While taking treatment
decision for Breast Cancer multiple factors are to be considered. SEER Breast Cancer data  is
analyzed to extract an accurate model of patients survival using data mining technique  like
decision tree algorithm, classification and pattern recognition. Evolving from breast cancer insights,
decision tree algorithm can employ multiple factors in resolving prediction, classification, pattern
recognition, and pattern completion.  SEER data set pertained to patients suffering from breast
cancer is used to extract an accurate model to identify the survival of patients by data mining
techniques.  To achieve better prediction of the breast cancer patients’ survivability, only seven
features are identified from the available features as important for the analysis. After feature
identification, pre-processing of the data is done, like deletion of records with insufficient/missing
information, and then all the identified features are being used in Decision Tree algorithm. The
objective is to compare predictive results classifying breast cancer patients (both male and
female) with   decision tree algorithm   using age categorization. By means of this algorithm, we
predict the risks of female breast cancer patients’ mortality rate as 95.1% in the age group 42-52
years along with other risk factors.  The prediction and risks factors for male are also achieved
equally. Decision tree algorithm concludes with a path for highest survival rate (96.4%) and the
highest death rate (95.1%). The result is cross validated using logistic regression. Female and
male breast cancer patients in the age group (42-52) and (<42) are identified as high risk groups
respectively. The proposed approach helps the clinicians with high risk group reference and to
plan for the patient’s treatment accordingly.
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INTRODUCTION

Cancer is a leading cause of death
worldwide, with 8.2 million deaths in 2012 out of
estimated 14.1 million new cancer cases occurred.
Lung, female breast, colorectal and stomach

cancers accounted for more than 40% of all cases
diagnosed worldwide. In men, lung cancer was the
most common cancer (16.7% of all new cancer
cases in men). Breast cancer was by far the most
common cancer diagnosed in women (25.2% of all
new cancer cases in women)2. Data mining can be
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applied in health care industry because there is a
huge amount of clinical data available for analysis.
Although a small part of data out of huge available
data is useful for cure and prevention, but still this
small part is large enough to be analyzed by data
mining techniques1. Every year more than half of
all cancer deaths are due to lung, stomach, liver,
colorectal and female breast cancer2, 3. World
Cancer trends declared approximately 44% of
cancer cases and 53% of cancer deaths occur in
countries at a low or medium level of Human
Development Index (HDI)4. The same report
estimated Healthy Years of Life Lost (HYLL) was
169.3 million years globally because of cancer in
2008. Colorectal, lung and female breast cancer
were the main contributors in most regions of the
world, explaining 18%-50% of the total healthy
years lost5. The burden as well as increasing trend
in breast cancer was comparatively higher in
prevalence, incidence, mortality and healthy years
of life lost aspects2, 10.  This is further suggested that
female breast cancer incidence may increase (2%)
as per the projection for 2030 than compared to the
previous report especially in high and very high
HDI areas6.

METHODS

The Decision Tree procedure creates a
tree-based classification model11. It classifies cases
into groups or predicts values of a dependent
(target) variable based on values of independent
(predictor) variables. The procedure provides
validation tools for exploratory and confirmatory
classification analysis. This paper considers the
results of prediction for breast cancer survivability
in data mining approach using the efficient
Decision Tree algorithm15.

Chi-squared Automatic Interaction
Detection (CHAID) and Classification And
Regression Trees (CART) are the most important
growing methods available under this algorithm in
which we get different tree structures14.  Decision
Tree models appear as a set of “if-then” rules which
shows information in a complete form for several
cases. Since the inputs of this data are categorical,
the result is a categorical tree too. Out of all decision
tree algorithms, CHAID is suitable for categorical
large data set7. Though they are working for the

same purpose, there are number of differences
between these two tree structures. CHAID gives a
better tree than compared to CART particularly for
a large sample7. CHAID8 was intended to work with
categorical and discretized targets and it uses multi-
way splits; it means that the current node is split
into more than two nodes by default. The CHAID   is
a form of analysis that determines how variables
explain the outcome of the given dependent
variable. For SEER12 breast cancer data   common
statistical tools such as regressions are not
applicable, CHAID  is the  perfect tool to discover
the relationship between variables, since it is more
appropriate for analyzing the categorical data7,13.

Data
“Surveillance, Epidemiology and End

Results” abbreviated as SEER12, is a National
Cancer Institute (NCI) which is considered as a
main source of cancer statistics in U.S.A13 and has
information on incidence, prevalence, survival and
mortality of the US population .It was established
by the American government to collect information
of cancer patients in the country. Legally, all of the
hospitals, clinics, laboratories, surgery sections and
organization related to diagnosis and treatment of
cancer have to report the information to this institute,
which will be inserted in to the SEER database
after evaluation. SEER database (1972-2012) has
incidence information of all cancer types, in this
paper we analyze the 740506 records of breast
cancer patients along with 146 features.

Data grounding and attribute selection
The attribute selection plays an important

role in identifying parameters that are important and
significant for appropriate analysis of  the breast
cancer data. All attributes related to non-cancer and
socio demography are removed, only seven  major
attributes [‘AGE_DX’ (Age at Diagnosis), SEX’,
‘GRADE’ (Tumour grade), ‘NO_SURG’, ‘RADIATN’,
‘FIRSTPRM’, ‘STAT_REC’, ] have been identified
for this analysis. Pre-processing is used to transform
the raw data into an organized format which makes
it possible to apply data mining techniques and as
well to improve the quality of data [9]. The selected
attributes are listed under the following four
categories of features:  Demographic attributes
(AGE at diagnosis, SEX); Recognition attributes
(Tumour GRADE, FIRSTPRM (presence of primary
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Fig. 1: Flow diagram for breast cancer patients
from SEER data (1972-2012) and its process

for selection and scrutinizing to analysis

Table1: Distribution of Characteristics about seven features of  breast cancer patients
in both the gender with proportions calculated based on the event of outcome

                 Alive                 Dead
                     Male                    Female                         Male                     Female

N % N % N % N %
Sex 1517 49 159491 34.5 1581 51 302300 65.5
Age(yrs)

<42 22 1.5 10816 6.8 85 5.4 32943 10.9
42-52 86 5.7 18506 11.6 249 15.7 77954 25.8

52.1-56 94 6.2 9423 5.9 154 9.7 33847 11.2
56.1-60 114 7.5 10922 6.8 161 10.2 33079 10.9
60.1-65 168 11.1 16376 10.3 276 17.5 38777 12.8
65.1-69 175 11.5 15156 9.5 166 10.5 25797 8.5
69.1-74 246 16.2 21823 13.7 196 12.4 25102 8.3
74.1-80 294 19.4 26582 16.7 165 10.4 21233 7.0
>80.0 318 21.0 29887 18.7 129 8.2 13568 4.5

Tumour GRADE
Grade1 157 10.3 22174 13.9 266 16.8 65869 21.8
Grade2 708 46.7 62067 38.9 802 50.7 127842 42.3
Grade3 582 38.4 67154 42.1 490 31.0 98496 32.6
Grade4 70 4.6 8096 5.1 23 1.5 10093 3.3

SURGRY
Done 93 6.1 11034 6.9 32 2.0 6199 2.1

Not_done 1424 93.9 148457 93.1 1549 98.0 296101 97.9
RADIATN

Given 1146 75.5 104318 65.4 1181 74.7 138333 45.8
Not_given 371 24.5 55173 34.6 400 25.3 163967 54.2

FIRSTPRM Node
Present 329 21.7 33468 21.0 405 25.6 84584 28.0
Absent 1188 78.3 126023 79.0 1176 74.4 217716 72.0

nodes)); Treatment attributes (RADIATN, NO_SURG
(status of surgery done); Result attribute (STAT-REC
(patient’s life status).

Following are the  pre-processing steps
to select the appropriate records for the analysis.
(Figure 1).

Patient records which are marked as
unknown and have missing information are
removed irrespective of the selected attributes.
Records which has values 5-patient dies before
surgery, 7-patient or patient’s guardian refused, 8-
recommended, unknown if done and 9-unknown if
surgery performed of the attribute  NO_SURG are
removed  . Also records which are having values 7-
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Fig. 2: Illustration of rule based path prediction for highest and lowest
death rate among female breast cancer patients categorized by age group

Table 2: AOR estimation for Female and Male breast cancer patients

Attributes Female Male
AOR Lower Upper AOR Lower Upper

Age (>80-Ref)       
Age (<42) 8.37 8.11 8.64 11.49 6.79 19.47
Age (42.0-52.0) 10.01 9.74 10.29 8.36 6.00 11.63
Age (52.1-56.0) 8.28 8.01 8.54 4.60 3.28 6.46
Age (56.1-60.0) 6.79 6.58 7.01 3.81 2.75 5.26
Age (60.1-65.0) 5.11 4.97 5.26 4.59 3.43 6.13
Age (65.1-69.0) 3.53 3.42 3.64 2.50 1.85 3.38
Age (69.1-74.0) 2.32 2.26 2.39 2.07 1.56 2.76
Age (74.1-80.0) 1.60 1.56 1.65 1.39 1.04 1.84
GRADE (4-Ref)       
GRADE(1) 3.68 3.55 3.82 5.98 3.48 10.30
GRADE(2) 2.31 2.24 2.39 3.98 2.39 6.64
GRADE(3) 1.37 1.33 1.42 2.89 1.73 4.84
NO_SURG(Surgery Done) 2.76 2.67 2.86 2.88 1.87 4.44
RADIATN(Given) 1.94 1.91 1.96 *1.01 0.84 1.20
FIRSTPRM(Presence) 0.51 0.50 0.52 0.63 0.52 0.76

*Non Significant

patient or patient’s guardian refused radiation
therapy, 8-radiation recommended, unknown if
administered and 9-unknown if radiation
administered  for “RADIATN” has been removed .
The values of  “NO_SURG” feature is modified as
all the values except “1” (No surgery done)  are

coded as  “0” (zero) to mark the patient has
undergone surgery   and  the reason for not
undergoing surgery is ignored .  In RADIATN “0”
(zero) means “No Radiation given”, and any form
of radiation therapy given is marked as”1". The
attribute STAT_REC  specifies that the patient is
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 Fig. 3: Trimmed tree using CHAID which shows the path of high risk female breast cancer patients
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Table 3:  Illustration of node Performance along with percentage of
gain, response and index  for Female breast cancer patients

                    Node                   Gain Response Index
Node N % N % % %

338 931 .2% 885 .3% 95.1% 145.2%
227 4618 1.0% 4377 1.4% 94.8% 144.8%
240 3709 .8% 3503 1.2% 94.4% 144.3%
38 865 .2% 814 .3% 94.1% 143.8%
228 4463 1.0% 4176 1.4% 93.6% 142.9%
127 459 .1% 427 .1% 93.0% 142.1%
125 4728 1.0% 4386 1.5% 92.8% 141.7%
226 2054 .4% 1895 .6% 92.3% 140.9%
101 1768 .4% 1622 .5% 91.7% 140.1%
141 477 .1% 437 .1% 91.6% 139.9%
224 1007 .2% 917 .3% 91.1% 139.1%
60 5023 1.1% 4559 1.5% 90.8% 138.6%
344 2604 .6% 2354 .8% 90.4% 138.1%
339 3387 .7% 3052 1.0% 90.1% 137.7%
. . . . . . .
. . . . . . .
. . . . . . .
207 7165 1.6% 1081 .4% 15.1% 23.0%
311 471 .1% 71 .0% 15.1% 23.0%
175 228 .0% 33 .0% 14.5% 22.1%
307 175 .0% 25 .0% 14.3% 21.8%
231 80 .0% 11 .0% 13.8% 21.0%
139 51 .0% 6 .0% 11.8% 18.0%
317 163 .0% 15 .0% 9.2% 14.1%
327 154 .0% 14 .0% 9.1% 13.9%
191 575 .1% 52 .0% 9.0% 13.8%
155 73 .0% 4 .0% 5.5% 8.4%
205 633 .1% 23 .0% 3.6% 5.6%

alive or not, if “1” the patient alive and “0” (zero)
indicates the death.  After the data cleansing and
recoding  we arrived with 464889 records  for this
analysis out of  which  461791 is Female  records
and 3098 male records.

RESULT AND DISCUSSION

STAT-REC (patient’s life status) is the
categorical dependent variable with death is the
defined target category for this model.  The decision
tree analysis is done using the growing method
CHAID for both sex and they are merely compared
in the aspect of risk estimation. The Automatic

setting limits for the tree levels for the Growing
Method CHAID has three levels by default. But it is
customized for 15 levels ultimately tree depth  is
achieved  in 7 levels. The Growth Limits allows
limiting the number of levels in the tree and
controlling the minimum number of cases for parent
and child nodes.  The Minimum Cases in Parent
Node is 100 and 50 for child node.  The features
included as independent factors  in the analysis
are  “age_dx”, “tumor_grd”, “no_surgery”, “radiatn”,
and “primnodes”.  The model summary provides
broad information about the specifications used to
build the model and the resulting model.
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The distribution  Characteristics  of the
seven features of breast cancer patients have been
presented  for  both  gender with proportions
calculated based on the event of death which is the
target category for the entire analysis (Table 1). The
age has been classified automatically based on
the analysis of decision tree with the growing
method CHAID. There are nine groups and age
group <65 years have high risk of  deaths among
breast cancer in women. 71.6% deaths occurred in
female breast cancer under the age group of <65
and below.  The risk has been reduced when age
increases especially among female. Up to tumour
grade 3 have high impact for risk prediction
irrespective of any gender.  The death rate is very
low when they are in the grade 4.  The death rate is
very high when surgery not done in either of these
groups.  The radiation has some impact on death
rate when they are not administered . The absence
of first primary node has more than 72% of death
rate in either group than compared to the cases
with presence of first primary node.

CHAID analysis  resulted with 358 nodes
and 195 terminal nodes in 7 levels of tree depth.
The highest death rate is 95.1% for the node 338
and the lowest death rate is 3.6% for the node 210
which has the path for highest death rate among
breast cancer for female (Table 3).

The complete Decision Tree  is huge in
size and unable to present it in a single page so,
the image of the tree is given as an attachment , for
presentation purpose the trimmed tree is given as
Figure3.

Age is one the most important predictors
for risk of death in breast cancer patients and it
identifies  who are likely to be members of high risk
and low risk groups in accordance with other
features (Figure2). When patients falls in the age
group of 42-52 years with any grade of tumour size,
no   primary nodes,  without radiation and
underwent surgery for breast cancer  has been
classified as high risk  death rate group among the
breast cancer patients(Figure 3). But the upper age
group (>80 years) with any grade of tumour size,
no  primary nodes, even without radiation are being
secured from high risk of death rate.

The surgery status is also plays an
imperative role for increasing the death rate among
the age group of 42-52 years. The estimated risk for
this group is 27.3% and the overall correct
classification is 72.7%.  Amazingly the same trend
is being reflected for the opposite gender with breast
cancer. In fact it  is slightly higher risk estimation
than the female group with breast cancer. The risk
estimation for male breast cancer group is 35.1%
and the reciprocal is the correct classification of the
model. The age group (<42) is identified as the high
risk group for male breast cancer patients.

The similar information has been
confirmed with other sources using logistic
regression.  The table 2 clearly conveys the
confirmation through the adjusted odds ratio (AOR)
for female and male respectively.  The AOR have
been arrived based on the assumption of lesser
risk of death for higher age group and the same is
considered as reference group. It clearly conveys
the risk reduction  when age increases (Table 2).
Also the risk is higher when patients fall in the
grade1 irrespective of any gender. In general, the
comparison of risk between male and female group
, the AOR for male is increases convincingly
compared to female group.

It is also confirmed with results of risk
estimation arrived using decision tree analysis. The
main table includes the percentage gain, the
response percentage, and the index percentage
(lift) by node (Table 3). The tree has 358 nodes with
195 terminal nodes. It is being produced with nodes
closer to highest and lowest response rate and in
between is restricted purposely for the presentation
aspect.  Gain is the percentage of total cases in the
target category (death due to breast cancer) in each
node. Index is the ratio of the node response
percentage for the target category compared to the
overall target category response percentage for the
entire sample. Response is the percentage of cases
in the node in the specified target category. The
highest response rate is 95.1% for the target
category of death due to breast cancer among
women for the node 338. It (Table 3) retains the
range of response rate up to 90.1% and above and
15.1% and below for highest and lowest response
rate respectively. This node directs evidently the
path for prediction of highest death rate and
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confirming with sources provided in Table1. , that is
the highest death rate (25.8%) for breast cancer
among female have occurred in the age group of
(42-52).  The lowest death rate is also confirmed
with sources provided (Table 1). When this is being
looked into the aspect of decision tree course of
action it further strengthens the findings.

CONCLUSIONS

Result shows the methods used to
achieve this finding are presumptuous as an
additional as well as strength between the existing
statistical procedures applied. Also  it suggest that
the decision tree approach is giving accumulation
or increase the accuracy by means of discovering
hidden information through data mining concept.

The contribution of CHAID is enormous for
discovering the masked pattern to get an accurate
prediction. The higher death rate for breast cancer
among female between age 42 and 52 is 25.8%
(Table 1) whereas  the decision tree achieved
enhanced prediction with highest death rate for the
same group about 95.1%. The differences in
prediction of accuracy between the actual and
decision tree approach is extremely elevated which
is unthinkable.
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