Multimodal Medical Image Fusion based on Gray Wolf Optimization and Hilbert Transform
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Image fusion combines complimentary information from multiple images acquired through different sensors, into a single image. In this paper, an image fusion technique based on Gray wolf optimization is proposed for fusion of medical images, Magnetic Resonance Image (MRI) and Positron Emission Tomography (PET). Firstly, Hilbert transformation is applied to extort the informative data from input images. The relevant part of the input images based on information present, is selected for image fusion. The selected portion of the input images is fused by using Gray wolf optimization based method. The simulation results show improved performance of proposed framework as compared to conventional techniques.
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through replacing certain principle components, the images are fused by principal components analysis based mechanisms.

**Related Work**

In last few years, a lot of research has taken place in the area of medical image fusion. Hajer Ouerghi et al. illustrated that in various oncology applications the current utilized hybrid modality was the fusion of Magnetic resonance imaging and positron emission tomography image\(^{13}\). The author had proposed an effective MRI–PET imaging fusion method depend upon non-sub sampled shearlet transform (NSST) and simplified pulse-coupled neural network (S-PCNN) manner.

Bhavana et al proposed an image fusion mechanism that performed wavelet decomposition for PET as well as MRI images using diverse activity levels\(^{14}\). In the gray matter area, as well as white matter area, the improved color preservation was obtained through fluctuating structural information and spectral information. Huang et al. presented a PET and MRI brain image fusion mechanism on the basis of wavelet transform for low- and high-activity brain image regions\(^{15}\). Through adjusting the anatomical structural information in the gray matter (GM) regions, the proposed mechanism produced better fusion outcomes. In this work, the author utilized normal coronal, normal axial and Alzheimer’s disease brain images as datasets for study. The proposed work offered improved results as compared to existing techniques. P. W. Huang et al. proposed an effective MRI–PET image fusion method based on non-subsampled shearlet transform (NSST) and simplified pulse-coupled neural network model (S-PCNN). Initially, the PET image was changed to YIQ independent components. Afterward, the source registered MRI image and the Y-component of PET image were decomposed into low-frequency (LF) and high-frequency (HF) subbands by utilizing NSST. The inverse NSST and inverse YIQ were utilized in last step to obtain the fused image. The simulation results demonstrated preservation of more spectral features with less spatial distortion. Mehdi et al. offered a novel mechanism on the basis of bi-dimensional empirical mode decomposition (BEMD)\(^{19}\). This mechanism was utilized to decompose the MRI and also the intensity component of PET image after decomposing it along with the IHS mechanism. Afterward, the meaningful information was collected from both the images and the irrelevant information was discarded. The simulation results demonstrated improved improved results as compared to existing techniques. H Fayad et al. produced 4D MR images and related attenuation maps from a single static MR image and motion fields attained from concurrently obtained 4D non-attenuation corrected (NAC) PET images\(^{19}\). The accuracy of the projected mechanism was calculated by comparing the output images with the real time images. To deal with the cases of noise in the images, the denoising algorithms have also been used by researchers\(^{20}\).

Traditionally multiscale methods have been very popular for image fusion, as they are simple, and represent image information efficiently. A lot of methods based on various multiscale transforms have been proposed for fusion of medical images\(^{21-23}\). Gauri et al. presented a review of hybrid approaches for fusion of PET and MRI images\(^{24}\). Nobariyan et al. presented an image fusion framework using neural networks\(^{25}\).

As the PET images contain non-informative part also, the content of the fused image also gets affected by the irrelevant part of the PET images after fusion with the MRI images. To minimize these issues in the traditional methods, many solutions have been proposed by researchers in recent years.

**Proposed Framework**

In this paper, an image fusion technique based on Gray wolf optimization and Hilbert transform has been proposed. In the proposed method, selection of the portion of image for image fusion is done on the basis of the intensity, so that only informative part can be used for the purpose of fusion. Additionally, in order to fuse the PET and MRI images, Gray Wolf Optimization is employed for fusion\(^{26}\). The proposed technique can be described in following steps:

a) Firstly, hilbert transformation is applied on the MRI image whereas the process for the PET
images is different. For the signal processing the 2-DHT method is utilized. For the spatial domain, the 2DHT formulation is illustrated as below:

\[ S_H(X) = s(X) = \frac{1}{\pi^2xy} \]

...(1)

The function for frequency domain is as follows:

\[ S_H(U) = -sgn(u)sgn(v)S(U) \]

...(2)

From (1), the 2DHT is evaluated as:

\[ S_A(U) = [1 - isgn(u)sgn(v)]S(U) \]

...(3)

Therefore, first of all the PET images are converted from RGB to IHS format after which the Hilbert Transformation is applied on the Intensity of the image instead on Hue or Saturation. For image sharpening the Intensity, Hue and Saturation transformation is a broadly utilized method. It can be concluded from the visuals that the fluctuations of the intensity has small effects on the spectral section that can be controlled.

After applying the Hilbert Transformation on MRI and PET images, a couple of images are acquired that are HT1 image and HT2 image. After getting these images the GWO (Gray wolf optimization) based image fusion technique is applied in order to fuse the images for the process of image fusion. The optimum spectrum scaling is used, which is comparative to the conventional scaling. The GWO generates swarm intelligence on the basis of the hunting method of GWO calculation. GWO contains the following steps:

- Initialization of gray wolf positions
- Fitness function
- Social hierarchy of gray wolf family
- Encircling prey
- Hunting
- Attacking prey
- Search for prey

Mutual Information (MI) is used as the fitness function which is a quantitative measure of the multimodal fusion. MI gives the amount of information preserved in our fused image as it is a maximization function. It is calculated as:

\[ MI(x,y) = \sum_x \sum_y P(x,y) \log \frac{P(x,y)}{P(x)P(y)} \]

In Eq. (4), P(x, y) is the probability distribution function whereas P(x) and P(y) represents the marginal probability functions of both modalities respectively.

The next step is to evaluate the fitness. After evaluating the fitness, the best threshold is achieved for the image fusion process. The two threshold values attained from MRI and PET images are added to obtain final threshold value.

If true, the values are best or appropriate for the fusion then by utilizing the wavelet the images are fused. If No, then again next iteration is prepared by performing the 4th and 5th step again.

After fusing the images the Inverse Hilbert Transformation is applied on the fused images in order to obtain the improved I (Intensity) combined Hue/Saturation.

After obtaining the improved I (Intensity) combined Hue/Saturation the final fused image is attained. After which the performance evaluation is accomplished in terms of several performance metrics like Discrepancy, Average Gradient Value and Overall performance of the mechanism.

The Particle Swarm Optimization (PSO) and Differential Evolutionary (DE) based optimizations techniques are used to compare our proposed optimization technique [27]. These techniques have been mostly inspired by very simple concepts typically related to physical phenomena, animal’s behaviour or evolutionary concepts. PSO is a part of soft computing which is used to optimize a problem by iteratively trying to improve a candidate solution with regard to a given measure of quality.

A basic variant of the PSO algorithm works by having a population (called a swarm) of candidate solutions (called particles). The genetic paradigm and the pattern research are related to the differential evolution. In this no global finest resolution for its research expression as opponent to the particle group optimization but it acquires the mutations and crossings.

**Results and Analysis**

The simulation results are obtained by applying Hilbert Transformation on the MRI and
PET images as well as by applying the GWO based image fusion technique for the image fusion process. The size of source images i.e. MRI and PET are 500 x 500 and 499 x 496 respectively. The source images are taken from http://www.med.harvard.edu/aanlib/cases/caseNA/pb9.htm and http://www.med.harvard.edu/aanlib/. PET image is converted into IHS image and the MRI image is converted into gray scale image of standard size i.e. 256 x 256. Finally the fused image is attained by combining the Grayscale MRI image and the IHS PET image through utilizing GWO based image fusion technique. The proposed method is implemented in MATLAB R2015a.

For performance evaluation of proposed work, Discrepancy (D), Average Gradient (AG) and Overall Performance (OP) are used. Population size, and number of iterations are varied to observe their effects on the performance of proposed algorithm. Lower limit of threshold is 0.5, and the upper limit of threshold is 1.

Overall Performance (OP) is calculated by the difference between the first two quantitative evaluation metrics and taken as a final result. Higher
overall fusion quality is achieved by having small amount of overall performance.

\[
O.P = \frac{1}{3} \sum_{k=1}^{K} |D_k - AG_k|
\]  

(5)

where K=R(Red), G(Green), B(Blue).

Average Gradient (AG) shows the preservation of spatial quality of input images in the fused image. Larger value of average gradient gives the higher spatial resolution. It can be calculated as:

\[
AG = \frac{1}{\sum_{i=1}^{M} \sum_{j=1}^{N}} \left( \frac{|f_k(x,y) - f(x,y)|}{\sqrt{2}} \right)
\]  

(6)

Discrepancy (Dk) shows the preservation of spectral features of input images in the fused image. Lower value of discrepancy shows the higher spectral resolution. It can be calculated as:

\[
D_k = \frac{1}{M \times N} \sum_{i=1}^{M} \sum_{j=1}^{N} |f_k(x,y) - f(x,y)|
\]  

(7)

where \( f_k(x,y) \) are the pixel values of fused image at position \((x,y)\) and \( M \times N \) is the size of both the input and fused images as 256×256.

The input source images along with the final fused image obtained by GWO based fusion method are shown in Fig 2. The RGB to IHS conversion of PET image and IHS image with new intensity value are shown in Fig 2(c) and Fig 2(d). Fig 2(f) shows the fused image of traditional 2-D HT and IHS method.

The proposed algorithm is implemented with three different optimization techniques: Particle Swarm Optimization, Differential Evolution, and Gray Wolf Optimization. The results are analyzed by changing the number of iterations and population size. In terms of optimization technique, population means generation of some random values called candidate solutions on which the output depends. Over the course of iterations, each candidate solution updates its values for better result. The performance is evaluated using discrepancy, average gradient, and overall performance parameters, with respect to the iteration and population variations.

Table 1 shows the discrepancy of fused image for PSO, DE and GWO in proposed algorithm. Among the three optimization techniques, DE achieves the highest spectral resolution with the lowest value of discrepancy.

### Table 1. Discrepancy for optimization algorithms in proposed model wrt iterations

<table>
<thead>
<tr>
<th>Iterations</th>
<th>PSO</th>
<th>DE</th>
<th>GWO</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>9.32</td>
<td>9.16</td>
<td>9.31</td>
</tr>
<tr>
<td>20</td>
<td>9.50</td>
<td>9.23</td>
<td>9.31</td>
</tr>
<tr>
<td>30</td>
<td>9.52</td>
<td>9.32</td>
<td>9.32</td>
</tr>
<tr>
<td>40</td>
<td>10.1</td>
<td>9.54</td>
<td>9.39</td>
</tr>
<tr>
<td>50</td>
<td>10.1</td>
<td>9.73</td>
<td>10.1</td>
</tr>
</tbody>
</table>

### Table 2. Average Gradient for optimization algorithms in proposed model wrt iterations

<table>
<thead>
<tr>
<th>Iterations</th>
<th>PSO</th>
<th>DE</th>
<th>GWO</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.12</td>
<td>1.12</td>
<td>5.92</td>
</tr>
<tr>
<td>20</td>
<td>1.12</td>
<td>1.12</td>
<td>5.92</td>
</tr>
<tr>
<td>30</td>
<td>1.12</td>
<td>1.12</td>
<td>5.92</td>
</tr>
<tr>
<td>40</td>
<td>1.12</td>
<td>1.12</td>
<td>5.92</td>
</tr>
<tr>
<td>50</td>
<td>1.12</td>
<td>1.12</td>
<td>5.92</td>
</tr>
</tbody>
</table>

### Table 3. Overall Performance for optimization algorithms in proposed model wrt iterations

<table>
<thead>
<tr>
<th>Iterations</th>
<th>PSO</th>
<th>DE</th>
<th>GWO</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>6.65</td>
<td>6.95</td>
<td>2.09</td>
</tr>
<tr>
<td>20</td>
<td>6.66</td>
<td>7.01</td>
<td>2.16</td>
</tr>
<tr>
<td>30</td>
<td>6.66</td>
<td>7.06</td>
<td>2.24</td>
</tr>
<tr>
<td>40</td>
<td>6.66</td>
<td>7.08</td>
<td>2.26</td>
</tr>
<tr>
<td>50</td>
<td>6.68</td>
<td>7.09</td>
<td>2.28</td>
</tr>
</tbody>
</table>

### Table 4. Discrepancy for optimization algorithms in proposed model wrt population size

<table>
<thead>
<tr>
<th>Population Size</th>
<th>PSO</th>
<th>DE</th>
<th>GWO</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>10.1</td>
<td>9.29</td>
<td>9.26</td>
</tr>
<tr>
<td>20</td>
<td>10.1</td>
<td>9.30</td>
<td>9.31</td>
</tr>
<tr>
<td>30</td>
<td>10.1</td>
<td>9.30</td>
<td>10.1</td>
</tr>
<tr>
<td>40</td>
<td>10.1</td>
<td>9.33</td>
<td>10.1</td>
</tr>
<tr>
<td>50</td>
<td>10.1</td>
<td>10.04</td>
<td>10.1</td>
</tr>
</tbody>
</table>
There are small variations in discrepancy with number of iterations, and the small value of iteration give better value of discrepancy.

Table 2 shows the average gradient for PSO, DE and GWO with respect to the number of iterations. The average gradient is a parameter that is used to calculate the ability of final combined image in terms of spatial quality or clarity. The table shows that the average gradient of all techniques remains constant with variation in number of iterations, and GWO optimization achieves very large value of average gradient as compared to DE and PSO.

The overall performance of the PSO, DE and GWO in terms of different iterations is shown in Table 3. The overall performance is evaluated by differentiating between \( P \) and \( D \). The overall performance of the GWO is found to be higher than other optimization techniques.

Table 4 shows the discrepancy obtained using GWO, DE and PSO with respect to population size. It is observed that GWO again has the highest spectral resolution with the lowest value of discrepancy with a population size of 10.

Table 5 shows the average gradient for GWO, PSO and DE with respect to the population size. The average gradient is a parameter that is used to compute the ability of final combined image in terms of spectral quality or clarity. The table shows that the average gradient of GWO optimization is quite higher in comparison to the DE and PSO. The value of average gradient also remains constant with variation in population size.

Table 5 shows the overall performance of the GWO, PSO and DE in the terms of different population size. GWO provides the effective value (i.e. low values) of overall performance parameter for various population size as compared to the other optimization methods.

The results show that GWO maintains better performance with respect to variations in iterations, and population size and performs better than the DE and PSO. For some values of input parameters, DE, and PSO give better values of output parameters, but overall, GWO gives far better results than DE and PSO.

After selecting GWO as optimization technique, proposed algorithm is evaluated with three performance parameters. The results obtained using the proposed technique have been compared with IHS method, 2-D Hilbert Transform, combination of IHS and 2-D Hilbert Transform, gradient pyramid technique, FSD pyramid technique, and haar wavelet method as shown in Table 7.

The results show the smallest value of overall performance obtained by proposed method. It means higher overall fusion quality achieved by proposed GWO based method. Similarly, the lower value of discrepancy and the larger value of average Gradient given by the proposed method show the higher spectral resolution and the higher spatial resolution of fused image. So, it can be concluded that proposed method offers better discrepancy.

### Table 5. Average Gradient for Optimization Algorithms in Proposed Model wrt Population Size

<table>
<thead>
<tr>
<th>Population Size</th>
<th>Average Gradient</th>
<th>PSO</th>
<th>DE</th>
<th>GWO</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.12</td>
<td>1.12</td>
<td>5.92</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>1.12</td>
<td>1.12</td>
<td>5.92</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>1.12</td>
<td>1.12</td>
<td>5.92</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1.12</td>
<td>1.12</td>
<td>5.92</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>1.12</td>
<td>1.12</td>
<td>5.92</td>
<td></td>
</tr>
</tbody>
</table>

### Table 6. Overall Performance for Optimization Algorithms in Proposed Model wrt Population Size

<table>
<thead>
<tr>
<th>Population Size</th>
<th>Overall Performance</th>
<th>PSO</th>
<th>DE</th>
<th>GWO</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>6.66</td>
<td>6.91</td>
<td>1.86</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>6.66</td>
<td>6.93</td>
<td>1.86</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>6.79</td>
<td>7.04</td>
<td>2.15</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>6.89</td>
<td>7.06</td>
<td>2.30</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>7.07</td>
<td>7.09</td>
<td>2.31</td>
<td></td>
</tr>
</tbody>
</table>

### Table 7. Performance of Proposed Method

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Discrepancy Value</th>
<th>Average Gradient</th>
<th>Overall Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>HIS</td>
<td>14.8</td>
<td>5.17</td>
<td>9.61</td>
</tr>
<tr>
<td>DHT and HIS</td>
<td>12.8</td>
<td>5.23</td>
<td>7.57</td>
</tr>
<tr>
<td>Gradient pyramid</td>
<td>15.9</td>
<td>4.66</td>
<td>11.2</td>
</tr>
<tr>
<td>FSD Pyramid</td>
<td>16.1</td>
<td>4.73</td>
<td>11.4</td>
</tr>
<tr>
<td>2DHT</td>
<td>20.3</td>
<td>4.89</td>
<td>15.2</td>
</tr>
<tr>
<td>Haar Wavelet</td>
<td>13.3</td>
<td>5.19</td>
<td>8.31</td>
</tr>
<tr>
<td>Proposed Work</td>
<td>10.1</td>
<td>5.92</td>
<td>5.86</td>
</tr>
</tbody>
</table>
average gradient and overall performance as compared to traditional methods. In future, the performance of the GWO can be further improved by using initial generated population using the chaotic map.

**CONCLUSION**

In this paper, an image fusion technique based on gray wolf optimization and Hilbert transform has been presented. In the proposed method, the portion of image having significant information is selected for image fusion. Then, GWO based image fusion technique is applied for fusion of MRI images and PET images. In this way, only informative parts of both the images are fused. The detailed analysis of the proposed method has been done by varying the number of iteration and population size. The subjective and objective evaluations show that proposed method offers better performance than traditional techniques.

**ACKNOWLEDGEMENTS**

Authors would like to thank faculty members of ECE, UIET for their help and support regarding this research work.

**REFERENCES**


20. Hadi Fayad, Holger Schmidt, Christian Wuerl, Dimitris Visvikis, “4D attenuation map generation in PET/MRI imaging using 4D


