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 ADHD is one of the most prevalent psychiatric disorder of childhood, characterized 
by inattention and distractibility, with or without accompanying hyperactivity. The main aim 
of this research work is to develop a Computer Aided Diagnosis (CAD) technique with minimal 
steps that can differentiate the ADHD children from the other similar children behavioral 
disorders such as anxiety, depression and conduct disorder based on the Electroencephalogram 
(EEG) signal features and symptoms. The proposed technique is based on soft computing and 
bio inspired computing algorithms. Four non-linear features are extracted from the EEG such 
as Higuchi fractal dimension, Katz fractal dimension, Sevick fractal dimension and Lyapunov 
exponent and 14 symptoms which are most important in differentiation are extracted by experts 
in the field of psychiatry. Particle Swarm Optimization (PSO) tuned Back Propagation Neural 
Network (BPNN) and PSO tuned Radial Basis Function (RBF) employed as a classifier. By 
investigating these integrated features, we obtained good classification accuracy. Simulation 
results suggest that the proposed technique offer high potential in the diagnosis of ADHD and may 
be a good preliminary assistant for psychiatrists in diagnosing high risk behavioral disorders 
of children.
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 Neurodevelopmental Disorders (NDDs) 
are a group of disorders connected primarily 
with the working or functioning of the brain and 
neurological system. Examples of NDDs in children 
include autism, mental retardation, Attention 
Deficit Hyperactivity Disorder (ADHD), conduct 
disorder, anxiety, depression, impairments in vision 
and hearing and learning disability. Children with 
NDDs can face difficulties with behavior, learning, 
motor skills, memory, speech and language etc. 
While the behaviors and symptoms of NDDs often 
change as a child grows older, some disorders are 
permanent [1]. If these disorders can be detected or 
identified at an early stage, it is possible to repair 

some damages caused by NDDs and can assist the 
people to maintain daily life.
 ADHD is one of the most common NDDs 
of childhood that affect 3-7% of preschooler, 
characterized by inattention, impulsivity 
and/or hyperactivity [2]. ADHD can make 
family relationship difficult, reduce vocational 
achievement and diminish academic performance. 
Diagnosis of ADHD is performed by utilizing 
Diagnostic and Statistical Manual of Mental 
Disorders (DSM-V) published by the American 
Psychiatric Association (APA), which provides list 
of sign and symptoms that experts use to decide 
whether or nor a person has a NDDs. ADHD 
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is a disruptive behavior disorder that affects 
approximately 3-7% of children ages 4-16 [3,4].
 Many researchers suggested that 
assessment of children with NDDs should 
be divided into many stages which includes 
interview with parents, child interview, physical 
examination and interview with teachers. These 
assessments could help the experts to obtain 
complete information about a child’s behavior 
[5,6]. Some studies considered children behaviors 
at school and teachers’ ratings for identification 
of students with behavioral disorders [7,8]. 
Some researches combined EEG and Magnetic 
Resonance Imaging (MRI) data to differentiate the 
children with behavioral disorders from the normal 
control children [9,10].
 Early diagnosis of behavior disorders in 
children is of the prime importance in preventing 
negative effects on children’s social interactions. 
Generally, the diagnosis of behavioral disorders 
is done based on the criteria provided in DSM-V, 
which are highly dependent on the parent’s and 
teachers’ interview. To address this issue, many 
researchers attempted to develop and employ 
more objective techniques such as MRI, EEG in 
the diagnosis of NDDs. In 1973, abnormalities 
study by EEG in behavioral disorders (ADHD) 
was first carried out by J.Lubar. He found that beta 
power decreased and theta activity increased in 
ADHD children [11]. EEG is an effective method 
to provides information about the background 
activity of the brain. EEG plays an important role 
in the evaluation of behavioral disorders. 
 In 2012, Mona Delavarian  et al. [6]  
designed a design support system to distinguish 
children with ADHD from other similar children 
behavioral disorders such as depression, anxiety, 
comorbid depression and anxiety and conduct 
disorder based on the signs and symptoms. 
The authors used 38 symptoms as features. An 
accuracy of 95.50% and 96.62% achieved by 
multilayer and RBF networks respectively. The 
authors recommended to use EEG information in 
order to develop CAD system with more accurate 
diagnosis. There are many studies which used EEG 
analysis for diagnosing ADHD. In 2011, Muller 
et al. [11] proposed a model using independent 
ERP components and Support Vector Machine 
(SVM) to differentiate ADHD adults from normal 
control patients and achieved an accuracy of 

91%. In 2013, Nazhvani et al [12] proposed a 
diagnostic system which uses N2 and P2 peaks 
of ERP to diagnose ADHD and obtained 92.9% 
accuracy. Armin Allahverdy et al. [13] used 
EEG signal to discriminate ADHD children form 
normal children. The authors used four nonlinear 
features of EEG consist of Lyapunov exponent, 
Higuchi fractal dimension, Katz fractal dimension 
and Sevcik fractal dimension and achieved an 
accuracy of 96.7%.In 2016, Mohammadi et al. 
[14] investigated 30 ADHD children and 30 normal 
control children using Fractal Dimension (FD), 
approximate entropy and Lyapunov exponent 
features. To increase the classification accuracy, 
Double Input Symmetrical Relevance (DISR) 
and minimum Redundancy Maximum Relevance 
(mRMR) methods were employed to select the best 
features as inputs to multi-layer perceptron neural 
network. An accuracy of 92.28% and 93.65% 
were achieved using mRMR method and DISR 
method using MLP respectively. Khoshnoud et al. 
[15] used approximate entropy (ApEn), the largest 
Lyapunov exponent (LLE), and multifractal spectra 
to discriminate between children with ADHD and 
age-matched controls and obtained the accuracy of 
83.33%.
 A person with NDDs do not show suitable 
responses to environment stimulus according to 
her/his age. It must be exhibited mainly in two 
different places. One is the school related activities 
which affects the academic performance and 
another one is antisocial behaviors [5,6]. Therefore, 
an early and accurate diagnosis of these disorders 
during primary school age is important. In this 
paper, ADHD, anxiety, depression and conduct 
disorder were selected from multiple NDDs due 
to their high incidence among children and adults. 
The proposed Computer Aided Diagnosis (CAD) 
technique uses Electroencephalogram (EEG) signal 
features, sign and symptoms for the classification 
system to distinguish children with ADHD from 
other similar behavioral disorders such as anxiety, 
depression and conduct disorder. Four non-linear 
features are extracted from the EEG such as 
Higuchi fractal dimension, Katz fractal dimension, 
Sevick fractal dimension and Lyapunov exponent 
and 14 symptoms which are most important in 
differentiation are extracted by experts in the field 
of psychiatry. Particle Swarm Optimization (PSO) 
tuned Back Propagation Neural Network (PSO-
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BPNN) and PSO tuned Radial Basis Function 
(PSO-RBF) employed as a classifier. Simulation 
results reveal that a CAD technique, especially 
PSO-BPNN outperforms than other classifiers 
considered for comparison. It may be a good 
preliminary assistant for an experts or psychiatrists 
in diagnosing NDDs.
 The rest of the paper is structured 
as follows. Section 3 presents the proposed 
classification system. The simulation results and 
discussion will be given in the section 3. The 
conclusion and future enhancement will be reported 
in the section 4 followed by relevant references.

MATERIALS AND METHODS

 The main goal of this research work 
is to propose a CAD system for distinguishing 
ADHD children from other children with behavior 
disorders such as anxiety, depression and conduct 
disorder based on the severity of symptoms and 
EEG signal features. Proposed classification 
system consists of three phases: Selection of sign 
and symptoms, feature extraction from EEG and 
classification.
Selection of sign and symptoms
 Proposed CAD technique requires more 
number of children with NDDs such as ADHD, 
anxiety, depression and conduct disorder. For this 
purpose,15 elementary school were selected.5 out 
of 15 schools were particularly for children with 
disorders. Behavioral characteristics of the children 
were recorded and reported in three levels from 1 to 

3 based on the severity of the symptoms. 1 for one 
day each week ,2 for 2 to 3 days each week and 3 
for more than 4 days each week. This process takes 
8 months and 297 children, including 68 children 
with ADHD,54 with anxiety, 49 with depression, 
53 with conduct disorder and 73 normal control 
children. Table 1. shows the demographic details 
of subjects.
 Totally 60 repetitive symptoms were 
collected in a form from the combination of multiple 
sources of information including parents interview, 
teachers interview and some data resulted from 
children behavior in home and school. Among 60 
sign and symptoms, some of them had overlap with 
DSM-IV criteria. So, 14 symptoms which were 
most important in differentiation were selected by 
some experts in the field of child psychiatry. Table 
2 lists the selected sign and symptoms.
EEG feature extraction
 EEG data were collected based on 10 -20 
standards by 19 channels (Fz, Cz, Pz, C3, T3, C4, 
T4, Fp1, Fp2, F4, F7, F8, P3, P4, T5, T6, O1, O2) 
with A1 and A2 are as reference electrodes located 
at earlobes. Eye movements was recorded by 
planning 2 electrodes above and below of the right 
eye. The recording was done in a noise free room.  
During EEG recording, participants were asked to 
have low movement in their head area in order to 
reduce the artifact effects. One the most important 
deficit in ADHD is visual attention [14,18], we 
design our EEG recording protocol according to the 
visual attention and mental task. Therefore, during 
EEG recording we showed some pictures to ADHD 

Table 1. Demographic details of the subjects

ADHD Anxiety Depression Conduct disorder Normal

68 54 49 53 73

Table 2. Sign and symptoms

Age Explosiveness or irritability
Sex Poor speech articulation
Inattention Variableness and unpredictable mood
Fidgeting with hands or feet or squirming in seat Destruction of their own property or that of others
Hyperactivity, running excessively in inappropriate  Bullying, Initiating physical fights toward peers
situation
Disobedience Persistent lying
Difficulty in awaiting turn Annoying and cruel behavior toward people
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Fig.1. Sample pictures

children which could be attractive to them such as 
cartoon characters. Totally twenty pictures were 
shown to ADHD children and after each image, 
they were asked to say how many objects were in 
the picture. The number of objects in each picture 
was randomly selected between 4 and 25. These 
pictures were displayed on a big monitor near the 
children. To have a continues stimulus, each picture 
was displayed immediately and uninterrupted after 
child’s response. Figure 1 shows an example of 
pictures used.
Preprocessing
 EEG data were digitized at the sampling 
rate of 256HZ preprocessing was done in MATLAB 
R 2016a. To remove the noise, EEG data were band 
pass filtered (0.1-80) Hz frequency and power 
line interference cancellation was performed out 
by a notch filter at 50 HZ. EEG data also visually 
analyzed by the physician or an expert to discard 
any artifacts. Finally, we had a EEG signal with a 
30 second length out of 90 second on average of 
all individuals.

Fig. 2. Backpropagation neural network with two hidden layers

Feature extraction 
 In this paper, four non-linear features are 
extracted from the EEG such as Higuchi fractal 
dimension, Katz fractal dimension, Sevick fractal 
dimension and Lyapunov exponent are extracted 
from EEG signal.
Higuchi fractal dimension
 Higuchi’s method for calculating fractal 
dimension of trajectory is based on a different 
length of signal [14,15,16,19]. For a given time 
series of the data to be analyzed, k new time series 
were constructed as below: 

 
...(1)

 Where m is the initial data point; k is the 
interval to select the subsequent data points; and 
function int(x) is to take the integer part of x. For 
each new time series, its average length Lm(k) was 
defined as: 

 
...(2) 

 Where  
is a normalization factor. The mean length of the 
original time series was calculated as the average 
of Lm (k): 

 ...(3) 
 Since L(k) is proportional to k”FD for a 
fractal time series, FD of the signal was obtained in 
this study as the slope of the curve ln(L(k)) versus 



1139Beriha, Biomed. & Pharmacol. J,  Vol. 11(2), 1135-1141 (2018)

Fig. 3. Architecture of Radial basis function

Fig.4. Classification accuracy

ln(1/k) using the least-squares linear best-fitting 
method. 
Katz fractional dimension
 In 1988 an approach for calculating the 
fractal dimension of the signal had been introduced 
by Katz [14,15,19,20]. In this method, fractal 
dimension is defined as:

 ...(4)

 Where N is the number of points of data, 
L is length of data and d is diameter of data.
Sevick fractal dimension
 For calculating Sevcik method in the 
first step, data should be normalized to be within 
a unit square by rescaling the abscissa (time axis) 
[14,15,21] and the ordinate (EEG signal) of the 
data space: 

 
...(5)

 Where s(i) ans s’(i’) are the original and 
normalized EEG signals of the ith data point, smax 
and smin are the maximal and minimal values of 
the signal and i=1, 2…, N is the serial number 
of the data points and i’ is the normalized one. 
Now fractal dimension can be calculated by the 
following equation:

 ...(6)
 Where L is the total length of the data 
section in the normalized coordinate system.
Lyapunov exponent
 Lyapunov exponent is a quantitative 
measure for chaotic systems. It is a measure of the 
rate of attraction and repulsion from a fixed point in 
state space. In another word, Lyapunov exponent is 
a measure of the divergence of nearby trajectories. 
The system’s behavior is chaotic if its average 
Lyapunov exponent is a positive number. Lyapunov 
exponent is used to determine the stability of any 
steady-state behavior [14,15,22]. The wolf method 
will be used in this paper. In this approach at first 
step, a state space should be reconstructed and 
by selecting one point in this space, the nearest 
neighbor must be acquired. When the distance 
of initial condition and its nearest neighbor (L0) 
has been determined, the system will be evolved 
forward some fixed time (evolution time) and the 
new distance (Li) will be calculated. This evolution 
and calculating the successive distance will be 
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Table 3. Performance of the proposed classifiers

Class  PSO -RBF   PSO- BPNN
 Sensitivity  Specificity  Accuracy  Sensitivity Specificity  Accuracy 
  (%) (%) (%) (%) (%)

Normal 92 91 95 95 93 99
ADHD 90 89 97 100 100 100
Anxiety 88 90 94 98 96 100
Depression 93 96 100 100 100 100
Conduct disorder 86 90 95 100 100 100

repeated until the separation become greater than 
a certain threshold. Finally, Lyapunov exponent 
can be estimated using the following equation: 

 ...(7)
Where k is the number of time evolution.
Development of classifier
 BPNN is multilayer feed forward 
network and commonly used in medical field. 
BPNN consists of three layers namely an input 
layer, hidden layer and an output layer. It operates 
in two modes which are feed forward and back 
propagation. During feed forward mode, input 
signal is applied on the input layer then transferred 
to output layer through hidden layer. An error 
signal obtained between target and neuron output 
is transferred from output layer to input layer 
[17]. BPNN with two hidden layers is depicted in 
Figure.2. Figure.3 shows the architecture of RBF. 
It has an input layer, a hidden layer and an output 
layer. Weights of both the networks are obtained 
by training in order to minimize the error. PSO 
algorithm is used to optimize the weights of both 
the classifier to achieve desired target.
 In this work, BPNN and RBF are 
employed to discriminate between normal control 
children and children with behavior disorders. To 
enhance the performance of both the classifiers, 
PSO algorithm is combined with BPNN and 
RBF named as PSO tuned BPNN and PSO 
tuned RBF respectively. PSO is one of the bio 
inspired computing algorithm used to optimize 
the parameters of BPNN and RBF to achieve the 
desired goal. Performance of the both the classifiers 
are evaluated using three evaluation parameters 
including classification accuracy, sensitivity and 

specificity. Furthermore, efficiency of PSO tuned 
BPNN is compared with PSO tuned RBF to find 
the suitable classifier.

RESULTS AND DISCUSSION

 To evaluate the proposed classifiers, 
14 symptoms were collected in a form. Noise 
suppression was done on EEG signal. Non-linear 
features were extracted. The best classification 
accuracy is obtained by 15 hidden neurons for 
BPNN and 40 hidden neurons for RBF. The average 
classification accuracy of 99.8% achieved by PSO-
BPNN. Efficiency of PSO-RBF and PSO-BPNN 
in terms of three statistical measures are listed in 
Table 3.
 From the Table 3, it is inferred that the 
performance PSO-BPNN is better than PSO-RBF. 
For 297 samples, 100% accuracy is obtained by 
PSO tuned BPNN for ADHD, anxiety, depression 
and conduct disorder. But, PSO tuned RBF 
showed an accuracy of 90% for ADHD,88% for 
Anxiety,93% for depression and 86% for conduct 
disorder. Figure.4 graphically compares the 
classification accuracy of PSO tuned RBFNN with 
PSO tuned BPNN on different number samples. 

CONCLUSION

 ADHD is a disorder that is most common 
in children and its early diagnosis is important 
to prevent complications. In this paper, a CAD 
technique was proposed to distinguish children 
with ADHD from other similar children behavioral 
disorders such as anxiety, depression and conduct 
disorder based on the symptoms and EGG signal 
features. PSO-BPNN and PSO-RBF performed the 
classification task. Experimental results proved that 
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the fused features such as symptoms and non-linear 
features are appropriate to analyze and characterize 
the subjects.
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